Horizontal Density Structure and Restratification of the Arctic Ocean Surface Layer
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ABSTRACT

Ice-tethered profiler (ITP) measurements from the Arctic Ocean’s Canada Basin indicate an ocean surface layer beneath sea ice with significant horizontal density structure on scales of hundreds of kilometers to the order 1 km submesoscale. The observed horizontal gradients in density are dynamically important in that they are associated with restratification of the surface ocean when dense water flows under light water. Such restratification is prevalent in wintertime and competes with convective mixing upon buoyancy forcing (e.g., ice growth and brine rejection) and shear-driven mixing when the ice moves relative to the ocean. Frontal structure and estimates of the balanced Richardson number point to the likelihood of dynamical restratification by isopycnal tilt and submesoscale baroclinic instability. Based on the evidence here, it is likely that submesoscale processes play an important role in setting surface-layer properties and lateral density variability in the Arctic Ocean.

1. Introduction

Properties and dynamics of the Arctic Ocean are of major significance to the climatically important influence of the ocean on sea ice. The only direct ocean impact to ice cover is through the 10–40-m-thick surface ocean layer1 overlying the Arctic halocline. The halocline is characterized by a strong increase in salinity with depth and temperatures close to the freezing point, although with warmer Pacific Ocean layers in the Canadian Basin (Steele and Boyd 1998; Boyd et al. 2002; Steele et al. 2004). The halocline separates warmer water of North Atlantic origin at 250–800-m depth from the surface layer and overlying sea ice. This analysis focuses on the surface layer beneath ice cover in the Arctic Ocean’s Canada Basin; many properties of this layer, such as its depth and temperature, influence ice growth and melt and are crucial to Arctic climate predictions.

The Arctic surface layer is most often examined within the framework of its vertical structure because the strong halocline stratification impedes vertical fluxes of deep-ocean heat to the surface and sea ice (e.g., Toole et al. 2010). In the one-dimensional view, the surface layer is mixed by convection (e.g., upon ice growth and brine rejection) and shear-driven mixing when the ice moves relative to the ocean, whereas surface-layer restratification takes place upon warming and surface freshening by ice melt and river runoff. However, studies in the midlatitude ice-free oceans have demonstrated that surface-layer properties are not set by vertical processes alone: the evolution of the surface layer can be additionally influenced by horizontal density gradients, or fronts, and ageostrophic flows that develop at fronts in the surface layer (e.g., Brainerd and Gregg 1993; Tandon and Garrett 1994; Haine and Marshall 1998; Boccaletti et al. 2007; Thomas et al. 2008). These submesoscale [O(1) km horizontal scale] processes have been found to be active in the ocean’s surface layer, which is characterized by weak stratification and a relatively small Rossby deformation radius [O(1) km]. This study presents these ideas in the context of sea ice cover.

1 Note that to avoid confusion, we do not use the more common term “mixed layer” in reference to the surface layer because this layer can be weakly stratified.
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and gives a preliminary analysis of the horizontal structure of the Arctic surface layer and its impact on restratification.

Horizontal density gradients occur in the surface layer because of spatially variable surface forcing (e.g., a local storm or ice growth and brine rejection in an open-water lead) or the cascade from large to small scales of existing gradients through horizontal stirring. Restratification of the upper ocean can then take place when vertical isopycnals (horizontal density gradients) slump under gravity and more dense fluid flows under adjacent lighter waters. Rotation limits the gravitational slumping leading to a state in which horizontal density gradients exist in geostrophic balance (Tandon and Garrett 1994). A restratified surface layer with tilted isopycnals and light water over dense water results. Surface fronts can become baroclinically unstable to instabilities with growth rates on the order of 1 day, which grow to form eddies in the surface layer that continue the restratification (Boccaletti et al. 2007; Fox-Kemper et al. 2008). Modeling studies indicate that such eddies can form sufficiently fast to restratify the upper ocean in between events that mix vertically (Boccaletti et al. 2007). Observations confirm that submesoscale restratification is actively occurring in the midlatitudes (Rudnick and Ferrari 1999; Ferrari and Rudnick 2000; Rudnick and Martin 2002; Hosegood et al. 2006, 2008; Cole et al. 2010). Submesoscale restratification has not been examined under sea ice.

Climate models will not be capable of resolving the submesoscales in the near future—the effects of motions at these scales need to be parameterized. One such parameterization for upper-ocean restratification by submesoscale, surface-layer eddies has been formulated to represent temperature, salinity, and tracer fluxes otherwise missing in coarse-resolution models (Fox-Kemper et al. 2008, 2011). Comparisons between coarse-resolution models implementing the parameterization of Fox-Kemper et al. (2008) and submesoscale eddy-resolving simulations suggest the parameterization is appropriate (Fox-Kemper and Ferrari 2008). Direct comparisons to data are limited because of the inherent difficulties in observing submesoscale processes in the ocean surface layer. Comparing models with and without the parameterization shows that the largest reduction in surface-layer depth from submesoscale restratification is in the polar regions, with an accompanying redistribution in sea ice thickness that appears to be connected to the reduced surface-layer heat capacity when the parameterization is used (Fox-Kemper et al. 2011). Such a parameterization may improve some pan-Arctic and global models that overestimate the magnitude of the winter surface-layer depth in some regions of the Arctic (Zhang and Steele 2007; Golubeva and Platov 2007; Holloway et al. 2007; Popova et al. 2010).

In an observational study, guided by a numerical ocean mixed-layer model, Toole et al. (2010) analyzed Arctic Ocean surface-layer measurements from autonomous ocean profiling instruments, ice-tethered profilers (ITPs; Krishfield et al. 2008), sea ice observations from ice mass balance buoys, and atmosphere–ocean heat fluxes to conclude that the strong density stratification at the base of the surface layer greatly impedes the flux of deep-ocean heat to the layer in contact with sea ice. However, the one-dimensional model employed by Toole et al. (2010) could not reproduce the observed variability in surface-layer stratification, suggesting that restratification by submesoscale processes, not represented in the one-dimensional framework, may be occurring.

Since the start of the ITP program in 2004, ITP measurements have been returned from all Arctic basins (Toole et al. 2011) and constitute a rich dataset for the analysis of horizontal variability in the ocean surface layer. ITPs mounted in the permanent sea ice cover enable examination at high spatial and temporal resolution of upper-ocean processes without the influence of a ship (compared to standard hydrographic surveys). As the underpinning to a basinwide analysis of lateral surface-layer dynamics, in this paper we analyze ITP measurements from the Canada Basin in winter 2009/10, which include some of the highest spatial and temporal resolutions, to demonstrate the role of submesoscale lateral processes in regulating upper-ocean properties. In the next section, we describe the ITP systems and observations. In section 3, we define the surface layer and characterize vertical density gradients within this layer. In section 4, we examine the scales of horizontal variability in the surface layer, analyze examples of surface fronts, and assess whether restratification by ageostrophic baroclinic instability may contribute to restratification in the upper Arctic Ocean. Our results are summarized and discussed in section 5.

2. Ice-tethered profiler measurements

ITPs are automated profiling systems that repeatedly sample water properties beneath sea ice for periods of up to 3 yr. The ITP system consists of three components: a surface instrument package that sits atop an ice floe and houses an inductive modem, a GPS receiver, and an Iridium satellite phone; a wire-rope tether extending from the surface package through the ice to about 750-m depth; and an instrumented underwater profiling unit that travels up and down the wire tether from 1 to 5 m below the base of the ice to 750-m depth on a preprogrammed
sampling schedule. The profiling vehicle houses a conductivity–temperature–depth (CTD) sensor package that samples at 1 Hz and the vehicle profiles at a speed of about 25 cm s\(^{-1}\), so that the raw data have a vertical resolution of around 25 cm. ITP sensor data are transmitted from the underwater profiler to the surface buoy via modem and relayed to shore via Iridium satellite [technical details of the ITP system and data processing procedures are given in Krishfield et al. (2008) and at http://www.whoi.edu/itp]. Data from the ITPs are processed immediately upon transmission and made directly available on the web (http://www.whoi.edu/itp/data). After calibration and processing ITP temperature, pressure, and salinity data accuracies are estimated to be \(\pm 0.001^\circ\text{C}\), \(\pm 1\text{ dbar}\), and \(\pm 0.002\), respectively.

In this study, we analyze measurements from two ITPs (ITP system numbers 33 and 35) that operated in 2009/10 in the Canada Basin (Fig. 1). The ITPs did not sample shallower than about 1–5 m below the underside of the ice, whereas regional surface mixed layers in the summer months (typically July and August) can be thinner than this (Toole et al. 2010). For this reason and to lessen the complicating effects of summer buoyancy fluxes and meltwater input, we restrict our analysis to the winter season (1 November 2009 to 1 April 2010). ITP 33 returned 2 profiles per day and ITP 35 returned 6 profiles per day, with typical ice-drift speeds of around 5–15 cm s\(^{-1}\). Profile spacing was 3.7 \(\pm 3.2\) km for ITP 33 and 1.4 \(\pm 0.9\) km for ITP 35.

3. Defining the surface layer

To characterize the surface layer, we need a criterion that accurately specifies its thickness. Here, we define the surface-layer base by a critical density difference,
taken to be 0.25 kg m$^{-3}$, from the shallowest measurement. Given the strong stratification at its base on the order of 0.5 kg m$^{-3}$, surface-layer depth is insensitive to the exact critical density difference chosen (e.g., see profiles in Fig. 2). Moreover, the result of this method does not deviate significantly from a gradient method where the surface-layer depth is taken to be the point where the vertical density gradient is maximum between the surface and 70-m depth (Fig. 2). [Various methods for specifying mixed-layer depth are reviewed in Holte and Talley (2009).]

Toole et al. (2010) define the Arctic mixed layer as the depth range in which potential density (referenced to 0 dbar) remains within 0.01 kg m$^{-3}$ of the shallowest...
value (ITP density accuracy is about ±0.002 kg m\(^{-3}\)) on
the assumption that density overturning may be sup-
pressed below depths where the density exceeds the
shallowest value by more than 0.01 kg m\(^{-3}\) (see, e.g.,
Brainerd and Gregg 1993). With this criterion, the term
mixed layer is more appropriate. Toole et al. (2010)
found that observed winter mixed layer depths in the
Canada Basin varied from about 10 m to about 30–40 m
over a few days, whereas their one-dimensional model
showed sustained mixed layer thicknesses at the deep
end of the observed range over the course of the simu-
lations. We will show here that this discrepancy between
model and observations is likely due to submesoscale
restratification. In this study, we make the distinction
between homogeneous mixing layers captured by the
stricter criterion of Toole et al. (2010) and the surface
layer marked by the clear barrier of the strong halocline
that impedes vertical heat fluxes from the deep ocean
through the base of the surface layer. Although micro-
structure measurements are the most accurate way to
quantify active mixing layers (Brainerd and Gregg 1993),
gradients at the base of the observed Arctic mixing layers
are sufficiently small that molecular diffusion would erase
them in a few days. Mixing layers defined using the
0.01 kg m\(^{-3}\) criterion represent layers that are actively
mixing or have been very recently mixed. When a mixing
layer is present, the underlying portion of the surface
layer can act as a barrier layer that prevents deep-ocean
heat from being entrained to the surface; this is discussed
further in section 5.

Mixing layers (apparent where the 0.01 kg m\(^{-3}\) crit-

FIG. 3. Potential temperature vs salinity at 10 m (from 1159
profiles through the surface layer as shown in Fig. 1). Isopycnals
(potential density anomaly referenced to the surface) are shown by
the nearly vertical gray lines. Most points lie near the dashed
freezing line (for pressure = 1 dbar) with some exceptions; de-
partures from freezing are associated with anomalously warm
water below the base of the surface layer as encountered by the
ITPs between around 25 Mar and 1 Apr (S ~ 26).

4. Horizontal density structure of the surface layer

Horizontal temperature–salinity structure under sea
ice differs from that in ice-free oceans. In the midlatitude
ice-free oceans, the indirect signature of submesoscale
restratification is pervasive density compensation (i.e.,
horizontal temperature and salinity gradients in the
mixed layer that cancel in their effect on density) at
small lateral scales (Rudnick and Ferrari 1999; Ferrari
and Rudnick 2000; Rudnick and Martin 2002; Hosegood
et al. 2006, 2008; Cole et al. 2010). Restratification by
frontal slumping and surface-layer instabilities that
bring dense water beneath light water, followed by ver-
tical mixing, efficiently destroys lateral density gradients,
leaving behind only compensated temperature–salinity
gradients. Beneath sea ice, however, the Arctic Ocean
winter surface layer is almost always at the surface
freezing temperature for seawater (Fig. 3), and we do
not observe density compensation. Additionally, de-
struction of lateral density gradients in the midlatitudes
is most effective when vertical mixing is strongest, such
as in winter: gradients tilt, mix vertically, and then tilt
and mix again in rapid succession (Rudnick and Martin
2002; Cole et al. 2010). Weaker vertical mixing under
sea ice may affect horizontal density structure in the
Arctic.

Horizontal density gradients are prevalent at all ob-
served scales. The ITPs analyzed here drifted about 250
(ITP 33) and 320 km (ITP 35) from their starting loca-
tions over the course of winter 2009/10, with cumulative
along-track distances for their circuitous drifts of about
1200 km for each track. Both ITPs sampled a clear large-
scale gradient from high to low upper-ocean salinity
(Fig. 1) as the ITPs drifted southwest toward the center
of the Beaufort Gyre (a major atmosphere–ice–ocean anticyclonic circulation system centered in the Canada Basin; see, e.g., Proshutinsky et al. 2009). Superimposed on this larger-scale spatial gradient are mesoscale and submesoscale fluctuations. Temporal variability was evident during the early part of the drift, with profiles overlying in space having different salinity. Such temporal variability was relatively small compared with observed spatial changes.

Wavenumber spectral analysis is used to describe the horizontal potential density variance in the surface layer over wavelengths of 2–100 km. This is reasonable because ITP drift speeds were around 10 km day$^{-1}$, which is faster than the evolution of both submesoscale features [$O(1)$ km and $O(1)$ day] and mesoscale features [$O(10)$ km and $O(10)$ days]. Furthermore, even though the drift tracks are not straight segments, features at these scales should have no preferred $x$–$y$ orientation. Note that, deeper than the upper few meters and depending on under-ice morphology, the ocean velocity is typically much smaller than the ice velocity. Further, ice and ocean flows do not align; boundary layer currents under drifting ice exhibit Ekman spirals and the Ekman transport is about 40° to the right of the direction of the ice–ocean stress (McPhee 2008, and references therein).

Only observations from ITP 35 are considered because of its more rapid profiling schedule and corresponding higher horizontal resolution. Spectra were computed by interpolating 200-km potential density segments (referring to cumulative distance along the ITP drift track) onto a 1-km uniform grid, removing a trend, averaging the resulting Fourier coefficients in wavenumber bands with more degrees of freedom at higher wavenumbers, and truncating at a 2-km wavelength. Wavenumber spectra were calculated for six consecutive 200-km segments sampled by ITP 35, which were then averaged, as well as for one relatively straight 200-km section sampled between 11 February and 7 March 2010 (Fig. 4). The best-fit slopes for 10-m potential density variance (Fig. 4a) over 5–50 km wavelengths are $-2.9 \pm 0.2$ for the full record and $-2.7 \pm 0.6$ for the single straight section. Spectral slopes are indistinguishable from $k^{-3}$ ($k$: horizontal wavenumber). Wavenumber spectra at other depths within the surface layer are essentially identical.$^{2}$ This differs from the midlatitudes where spectra of horizontal surface-layer density or temperature have been found to scale as $k^{-2}$ for scales between $O(1)$ and $O(100)$ km (e.g., Samelson and Paulson 1988; Hodges and Rudnick 2006; Cole et al. 2010). Note the relatively steep horizontal wavenumber spectra found here suggest less energetic small-scale structure than the $k^{-2}$ scaling and are more consistent with $k^{-3}$ quasigeostrophic turbulence scaling (Charney 1971). Knowledge only of the spectral slope is of course not sufficient to determine the physical mechanisms at

$^{2}$ Spectral slopes deeper than the surface layer (Fig. 4b) over 10–50-km wavelengths are indistinguishable from $k^{-3}$; spectra below the surface layer are not considered at wavelengths smaller than 10 km because internal waves alias vertical gradients into horizontal structure at these scales.

![Figure 4](image-url)
play. We speculate that the dynamical processes of frontogenesis and instability may be altered by the presence of sea ice and ice–ocean shear; further analysis is needed to examine how differing physical processes in the surface Arctic Ocean under ice cover might produce a steeper spectral slope than found in the midlatitude ice-free oceans.

Two representative segments depicting fronts encountered by ITP 35 give evidence for restratification by frontal slumping. Both fronts were 20–30-km-wide regions of tightly spaced isopycnals that were tilted in the horizontal (around an along-section distance of 15–25 km in Fig. 5a and 25–40 km in Fig. 5b). These surface fronts have horizontal density gradients of about 0.04 kg m\(^{-3}\) km\(^{-1}\), although this is an underestimate if the section is not perpendicular to the front. Profiles at the fronts and on either side (Fig. 5, bottom) suggest surface-layer restratification with mixing layers associated with lateral isopycnal slumping (rather than a one-dimensional process). Note that the entire surface layer is at the freezing temperature with the relatively fresh mixing layers warmer than the relatively salty water in the deeper part of the surface layer. These examples in combination with the numerous mixing layers apparent in the surface-layer depth time series (Fig. 2) provide evidence for the pervasiveness of lateral restratification (recall that ice melt and warming do not typically occur in winter, so a mixing layer will not develop from one-dimensional processes).

It is useful to introduce the balanced Richardson number defined as

\[
\text{Ri} = \frac{f^2 N^2}{M^2},
\]

where \(N^2 = -(g/\rho_0)(\Delta \rho/H)\) is the vertical buoyancy gradient within the surface-layer of depth \(H\) and \(M^2 = -(g/\rho_0)\partial \rho/\partial x = (\partial b/\partial x)\) is the horizontal buoyancy gradient in the vicinity of the front (\(\Delta \rho\) is the density difference between the top and the base of the surface layer, \(\rho_0\) is a reference density, and \(f \approx 1.41 \times 10^{-4}\) s\(^{-1}\) is the Coriolis frequency). Tandon and Garrett (1994) showed that, for a given initial buoyancy \(b(x)\), where \(x\) is the direction of the maximum buoyancy gradient, the maximum Richardson number (as defined above) that can be attained by geostrophic adjustment is given by

\[
\text{Ri}_{\text{max}} = \left(1 - |b_{xx}|H/2f^2\right)^{-1}.
\]

For Richardson numbers \(\geq 1\), surface fronts may be unstable to ageostrophic baroclinic instabilities (e.g., Stone 1966; Molemaker et al. 2005; Boccaletti et al. 2007), which contribute to surface-layer restratification by drawing upon the potential energy of horizontal density gradients; restratification by submesoscale eddies increases the balanced Richardson number (cf. Fox-Kemper et al. 2008).

Richardson numbers can be estimated for the representative fronts and the observed submesoscale density gradients. For the representative fronts (Fig. 5), \(M^2 = 4 \times 10^{-7}\) s\(^{-2}\), \(N \approx 0.005\) s\(^{-1}\), and \(H \approx 32\) m, which yields

\[
\text{Ri} = \frac{(1.41 \times 10^{-4})^2 \times 0.005}{4 \times 10^{-7}} = 1.68.
\]

This value is significantly greater than 1, indicating that these surface fronts are unstable to ageostrophic baroclinic instabilities.
Richardson numbers of a similar magnitude may be fairly common in the surface layer. Considering all adjacent profiles with horizontal spacing less than 2 km (75% of ITP 35 profiles and 37% of ITP 33 profiles), we find the mean density gradient is about 0.03 ± 0.03 k g m⁻³ km⁻¹. Mean values of vertical buoyancy gradient and surface-layer depth over all ITP profiles (Fig. 1) are \( N \approx 0.006 \text{ s}^{-1} \) and \( H \approx 30 \text{ m} \) (these values are approximately the same if the mean is limited to only those surface-layer profiles exhibiting mixing layers), which yields \( \text{Ri} \approx 8 \).

A nondimensional frontal “narrowness” parameter \( |b_{xx}|H/f^2 \) can be estimated to assess the maximum Richardson number that can be reached by geostrophic adjustment. Examination of the representative fronts (Fig. 5) suggests that the horizontal buoyancy gradient reduces to about \( \frac{1}{3} \) of its value over about 6 km (assuming ITP drift is normal to the front), which yields \( |b_{xx}|H/f^2 \approx 0.04 \). Therefore, for these fronts we expect \( \text{Ri}_{\text{max}} \approx 1 \) from geostrophic adjustment alone. It should be noted that stronger, narrower fronts are conceivable \((|b_{xx}|H/f^2 \rightarrow 1)\) and would lead to larger maximal Richardson numbers in the geostrophically adjusted state. However, it is most likely that the formation of such sharp fronts would be prevented by shear and ageostrophic baroclinic instabilities. The estimated \( \text{Ri} \approx 1 \) are consistent with the complicated structure in the vicinity of the representative fronts (Fig. 5), which may be associated with restratification by submesoscale eddies.

5. Discussion and summary

We observe surface-layer stratification that appears to be attributable to lateral processes. Analysis of surface-layer ITP measurements in the Canada Basin plus inferences from the results of past numerical and theoretical analyses suggests that submesoscale processes are actively driving surface-layer restratification in the Arctic. The steeper spectral slope \((k^{-3} \text{ scaling})\) of horizontal potential density variance found in the surface Arctic Ocean under sea ice compared to in the midlatitude ice-free oceans (which exhibit a \( k^{-2} \text{ scaling} \)) may suggest the influence of different physical mechanisms controlling horizontal structure between the two cases. Observations indicate balanced Richardson numbers \( O(1) \) in the vicinity of fronts, suggesting that submesoscale eddies likely develop by ageostrophic baroclinic instability and restratify the surface layer.

The prevalence of nonnegligible stratification in the wintertime surface layer indicates that dynamical restratification may be sufficiently active to oppose convective and mechanical processes (ice growth and ice–ocean shear) that keep the layer vertically well mixed. It is common to observe surface layers that consist of a shallow mixing layer (to which active turbulent mixing is confined) overlying a slightly denser, weakly stratified barrier layer. After this restratification, the portion of the surface layer below the shallow mixing layer can act as an insulating layer; active entrainment is at the base of the mixing layer, preventing ocean heat below the surface layer from being entrained to the surface. To examine the strength of this barrier, it is instructive to compare the potential energy increase associated with vertically mixing profiles with and without mixing layers to achieve a surface-layer temperature departure from freezing by the same amount. To do this, we homogenized each vertical potential temperature/salinity profile in 1-m increments until the resulting homogeneous surface-layer temperature was 0.05°C above the freezing temperature. For this end state, the potential energy increase is about 10% more for profiles with mixing layers. Because the surface layer is stratified in about 50% of the profiles, this amounts to an input of around 5% more turbulent kinetic energy required to achieve this particular final state. Although it may be that the impact of lateral restratification processes on the penetration depth of mixing events is relatively minor, modification to surface-layer properties by submesoscale restratification no doubt affects the heat budget of the surface Arctic Ocean (e.g., mixing layers result in solar insolation being distributed over a thinner region) and biological productivity (e.g., the mixing layer depth determines light levels available to phytoplankton for growth).

Key questions for future studies relate to how lateral restratification affects vertical heat fluxes in different regions of the Arctic (i.e., at the boundaries of the Beaufort gyre and in other regions of intensified horizontal density gradients) and how the frontal structure and associated geostrophic velocity shear and lateral exchanges will be modified by a seasonally and inter-annually evolving ice pack. Although we have only analyzed winter observations, submesoscale restratification is likely to affect surface-layer properties year-round. The present generation of ITPs provides a valuable exploratory assessment but can only marginally (or intermittently) resolve submesoscale length and time scales. Experiments with multiple buoys on one ice floe and more rapid sampling are planned to address these issues.

Coupled models of the Arctic are presently not resolving the small spatial scales of surface-layer instabilities that can modify heat, salt and momentum fluxes between the upper ocean and adjacent sea ice cover. The incorporation of a parameterization similar to that of Fox-Kemper et al. (2008) into regional Arctic Ocean models may lead to more accurate predictions of surface-layer evolution and ocean–ice–atmosphere interactions.
Note that the implementation of the Fox-Kemper et al. (2008) submesoscale restratification parameterization into coarse-resolution models relies on a $k^{-2}$ relationship for which a scaling factor can be used to relate the strength of submesoscale fronts to fronts on the model grid scale (Fox-Kemper et al. 2011); in coarse-resolution models, modification would be needed to implement the parameterization when surface-layer density variance spectra do not satisfy a $k^{-2}$ scaling law, as appears to be the case in the Arctic under sea ice. As well, numerical simulations that resolve submesoscale motions are needed to guide interpretation of observations of surface-layer restratification under sea ice.
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