Thermal cracking and the deep hydration of oceanic lithosphere: A key to the generation of plate tectonics?
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The development of transient thermal stress in suboceanic mantle is investigated on the basis of two-dimensional thermoviscoelastic models incorporating composite rheology appropriate for dry oceanic lithosphere. Thermal stress is shown to be sufficiently high to deeply fracture the coldest part of lithosphere, e.g., to the depth of at least ~30 km (and possibly down to ~50 km) in 100-Ma-old lithosphere. The release of thermal stress by tension cracking is limited to the vicinity of cracks, and the cascade crack system is suggested to be required given the finite fracture strength of mantle materials. Possible physical and chemical consequences of deep thermal cracking are also discussed. The rheological evolution of oceanic lithosphere is likely to be affected by thermal cracking and subsequent serpentinization, which introduces the localized zones of weakness in the otherwise stiffest part of lithosphere. This localized weakening may help to explain why plate tectonic convection, not stagnant lid convection, operates in Earth’s mantle.


1. Introduction

The operation of plate tectonics is what distinguishes Earth from other terrestrial planets and perhaps the most puzzling aspect of mantle dynamics. Why convection in Earth’s mantle gives rise to plate tectonics is not obvious [e.g., Bercovici et al., 2000; Tackley, 2000; Schubert et al., 2001]. The top thermal boundary layer is supposed to be very stiff because the viscosity of silicate rocks is strongly temperature-dependent [e.g., Weertman, 1970; Karato and Wu, 1993]. This temperature dependency is so strong that the so-called stagnant lid convection should be the most likely mode of mantle convection [Solomatov, 1995] (Figure 1); the entire surface should be covered by just one single plate, not by a number of rigid plates as one can readily recognize in the velocity field of Earth’s surface. In order to generate plate tectonics, therefore there must exist some mechanism to compensate temperature-dependent viscosity, but what this mechanism could be is currently unresolved [e.g., Bercovici, 2003].

At shallow depths, of course, rocks can deform by brittle fracture, but the top thermal boundary layer is still too strong. The yield stress envelope, as often used to discuss the strength of lithosphere, is useful to illustrate this point. Here, and also for the rest of this paper, I focus on the rheological structure of oceanic lithosphere, and the term “lithosphere” is used to denote the top thermal boundary layer of the convecting mantle. As the thickness of normal oceanic crust is only ~6 km, this crustal layer is neglected for the sake of simplicity when discussing oceanic lithosphere. Figure 2 shows the thermal and rheological structure expected for 100-Ma-old oceanic lithosphere. The top 50 km is below ~600°C. Because melting beneath mid-ocean ridges dehydrates residual mantle, this shallow part of lithosphere is expected to be dry, with $C_{H_2O} \ll 10$ ppm H/Si [Hirth and Kohlstedt, 1996]. This dehydrated nature of shallow upper mantle has also been supported by a magnetotelluric survey conducted at the East Pacific Rise [Evans et al., 2005]. Assuming the dislocation creep of dry olivine, therefore effective viscosity and corresponding stress are calculated for a typical tectonic strain rate of $10^{-15}$ s$^{-1}$. Because the temperature dependency of mantle viscosity takes the Arrhenius form, effective viscosity increases supereexponentially as temperature decreases nearly linearly (Figure 2b). Similarly, yield stress for dislocation creep increases very quickly with decreasing temperature, exceeding 1 GPa at the depth of ~45 km (Figure 2b).

On the other hand, Byerlee’s rule provides the minimum yield stress for brittle failure, which quickly increases with depth, exceeding 1 GPa at the depth of ~10 km in case of thrust faulting, with the friction coefficient of 0.8 [Byerlee, 1978]. Note that Byerlee’s rule, which is relatively insensitive to lithology as well as roughness, constrains the stress supported by frictional sliding, and thus this stress is scale-independent. This should not be confused with fracture strength. Fracture strength depends on the size of intrinsic flaws, so larger samples would break more easily than smaller samples. Byerlee’s rule determines the stress that can be supported by pervasively fractured rocks, providing the lowest possible fracture strength [e.g., Scholz, 2002]. Therefore, for the depth range of 10–45 km, oceanic lithosphere of this age is too stiff to be deformed by any
reasonable tectonic stress, resulting in a fatal bottleneck for the operation of plate tectonics. Material strength between brittle failure and plastic creep could be considerably weaker than suggested by the simple combination of Byerlee’s rule and ductile flow law as done in the above, but the currently available estimate suggests that yield strength for this “semibrittle” regime is still on the order of 600–800 MPa [Kohlstedt et al., 1995].

It is known that the self-consistent numerical modeling of plate tectonics (i.e., plate tectonics naturally arising from buoyancy distribution and given rheology, not imposed by boundary conditions) is impossible with such high yield stress [e.g., Moresi and Solomatov, 1998; Richards et al., 2001; Solomatov, 2004]. In all of previous attempts to simulate plate tectonics in a self-consistent fashion, therefore mantle rheology is modified in one way or another (e.g., by reducing the friction coefficient by an order of magnitude [e.g., Moresi and Solomatov, 1998]) so that the maximum yield strength is limited to ~100 MPa (Figure 2c).

This approach may be defendable because the study of the San Andreas fault has suggested that Byerlee’s may not be applicable at crustal scales [e.g., Lachenbruch and Sass, 1980; Scholz, 2000]. Byerlee’s rule, however, appears to be valid well beyond laboratory conditions [Brudy et al., 1997; Scholz, 2002], and even if the San Andreas fault were weak for some reasons, the same argument may not apply to oceanic lithosphere for two reasons. First, the thickness of continental crust around the San Andreas fault is ~30 km, considerably thicker than normal oceanic crust, and because of this, the yield stress profile expected for continental lithosphere is substantially subdued [e.g., Kohlstedt et al., 1995]. Second, the friction coefficient could be lowered by assuming the presence of water, which is reasonable for continental crust, but not for oceanic lithosphere. Whereas

![Figure 1](image1.png)

**Figure 1.** Two contrasting styles of mantle convection: (a) plate tectonic convection, in which the top thermal boundary layer is continuously recycled back to the mantle, and (b) stagnant lid convection, in which the entire surface is one immobile rigid plate.

![Figure 2](image2.png)

**Figure 2.** Thermal and rheological structure of oceanic lithosphere 100 Ma after its creation at mid-ocean ridge. (a) Thermal profile according to half-space cooling. (b) Effective viscosity for dislocation creep for dry olivine [Karato and Jung, 2003], for the strain rate of $10^{-15}$ s$^{-1}$. (c) Corresponding yield stress envelope. Brittle yield stress according to Byerlee’s rule is based on optimal thrust faulting [e.g., Turcotte and Schubert, 1982] with the friction coefficient of 0.8 (solid) and 0.08 (short-dashed). Effect of hydrostatic pore pressure is also shown (long-dashed).
continental crust contains about 1 wt% H₂O on global average [e.g., Wedepohl, 1995], oceanic lithosphere is very dry because of dehydration upon melting as noted earlier. Rehydration by hydrothermal circulation is possible, but its depth extent is not well constrained and is usually believed to be limited to top several kilometers at most [e.g., Gregory and Taylor, 1981; Eiler, 2001] As recently proposed by Ranero et al. [2003], plate bending near a subduction zone may pervasively fault and thus hydrate oceanic lithosphere potentially to substantial depths, but this process could occur only when subduction is already ongoing. What is needed for the self-consistent generation of plate tectonics is, on the other hand, a mechanism to initiate subduction [e.g., McKenzie, 1977]. As the history of continental aggregation indicates, the continuous operation of plate tectonics probably demands a mechanism to convert passive margins to active margins [e.g., Kemp and Stevenson, 1996; Regenauer-Lieb et al., 2001]; otherwise, the closure of ocean basins would require fairly convoluted tectonics. The Cenozoic history of plate tectonics indicates that the initiation of subduction is likely to have been forced by other ongoing plate tectonic processes, utilizing the preexisting zone of weakness such as spreading ridges and transform faults [e.g., Gurnis et al., 2004; Schellart et al., 2006], but I note that modern geological records are fundamentally biased to the dispersal (as opposed to aggregation) mode of continents. The need of passive margin collapse to close large ocean basins may be debatable, and Stern [2004], for example, argues against it on the basis of previous geodynamical studies that suggest that old oceanic lithosphere is too strong to fail [e.g., Cloetingh et al., 1989]. This very notion of strong oceanic lithosphere is, however, what is reassessed in this paper. The closure of the Iapetus (proto-Atlantic) Ocean [e.g., Wilson, 1966] is difficult to explain without calling for passive margin collapse, and as far as the spontaneous initiation of subduction is concerned, there is no known mechanism to introduce water into oceanic lithosphere down to the depth of a few tens of kilometers.

The strength of oceanic lithosphere remains as a free parameter, which is varied more or less arbitrarily (with different degrees of sophistication) to create plate tectonic convection in numerical models [e.g., Gurnis et al., 2004; Stein et al., 2004]. As previous studies demonstrated, whether or not plate tectonics could take place is very sensitive to the assigned yield strength; moving from plate tectonics to stagnant lid convection requires a change in maximum yield strength of only 20 MPa in some cases [e.g., Richards et al., 2001]. How to weaken oceanic lithosphere is a key issue in the generation of plate tectonics, because one cannot even discuss other issues such as “plateness” [Weinstein and Olson, 1992] and poloidal-toroidal partitioning [Hager and O’Connell, 1978] if Earth is trapped in the mode of stagnant lid convection. If low yield strength is required for plate tectonics, it is important to explain how such condition can be achieved by considering tangible physical processes. Going beyond, assuming low yield strength is particularly important if one is interested in deriving the heat flow scaling law of plate tectonics, which plays a critical role in reconstructing the thermal evolution of Earth [e.g., Conrad and Hager, 1999; Korenaga, 2003, 2006]. The maximum yield strength of oceanic lithosphere may not be a constant in Earth’s history, and predicting the yield strength from first principles is essential to investigate the initiation and evolution of plate tectonics.

As a step toward resolving this problem of lithospheric strength, I present a new working hypothesis based on thermal stress accumulation, which has a potential to substantially weaken the otherwise stiffest part of oceanic lithosphere. Thermal stress is caused by elastic response to a change in temperature. The thermoelastic constitutive relation can be expressed as

\[ \sigma_{ij} = \delta_i \lambda \varepsilon_{kk} + 2 \mu \varepsilon_{ij} - 3\bar{\delta}_{ij} \alpha_l K_b T \]  

(1)

where \( \sigma_{ij} \) and \( \varepsilon_{ij} \) are stress and strain tensor components, respectively, \( \delta_{ij} \) is Kronecker’s delta, \( \lambda \) and \( \mu \) are Lamé’s elastic constants, \( \alpha_l \) is linear thermal expansivity, \( K \) is bulk modulus, and \( \delta T \) is temperature difference from some reference temperature, i.e., \( \delta T = T - T_0 \). The summation convention is assumed for repeated subscripts. The strain tensor is defined in terms of the displacement vector as \( \varepsilon_{ij} = (u_{ij} + u_{ji})/2 \). The last term on the right hand side of equation (1) represents thermal stress. With \( \alpha_l \) of \( 10^{-2} \), \( K \) of 100 GPa, and temperature drop of 1000 K, thermal stress can be on the order of 1GPa, which is much higher than typical tectonic stress. Of course, viscous relaxation can dissipate this thermal stress, but if lithosphere is so strong due to temperature-dependent viscosity, it may also be able to accumulate enough thermal stress, which could in turn result in fracturing and hydrating the coldest part of oceanic lithosphere. To assess the plausibility of this hypothesis, I conduct the viscoelastic analysis of thermal stress accumulation in cooling oceanic lithosphere. Thermal cracking and its interaction with stress accumulation are also quantified by explicitly modeling the development of tension cracks.

The consideration of thermal stress is not new in marine geophysics. There have been a number of studies on thermal stress in oceanic lithosphere [e.g., Turcotte and Oxburgh, 1973; Parmentier and Haxby, 1986; Wessel, 1992; Sandwell and Fialko, 2004], but most of their conclusions appear to be questionable, owing to the use of unlikely physical assumptions, improper boundary conditions, or the crude treatment of mantle rheology. Therefore I begin with presenting a theoretical formulation in some details. Modeling results then follow, based on which previous studies on thermal stress are discussed. Finally, the implications of estimated thermal stress and resultant cracking are explored in terms of the rheological evolution of oceanic lithosphere, together with possible observational tests.

2. Theoretical Formulation
2.1 Governing Equations

A detailed account of viscoelastic thermal stress analysis is available from Boley and Weiner [1960], so only a brief summary is given here. First of all, the following momentum balance must always hold:

\[ \sigma_{ij} + f_i = 0, \]  

(2)

where \( f_i \) denotes the external body force per unit volume. In this study, I set \( f_i = 0 \), as the focus of this study is on
perturbations caused by thermal stress, not on the reference (prestressed) state itself. The effect of gravity appears only in boundary conditions. Noting that only deviatoric stresses are subject to viscous relaxation, the stress and strain tensors are decomposed into the isotropic and deviatoric components as

\[
\sigma = \sigma_i/3, \quad (3)
\]

\[
\varepsilon = \varepsilon_i/3, \quad (4)
\]

\[
\sigma_{ij} = \sigma_y - \delta_{ij}\sigma, \quad (5)
\]

\[
\varepsilon_{ij} = \varepsilon_y - \delta_{ij}\varepsilon, \quad (6)
\]

As the isotropic stress-strain relation is always purely elastic, it follows from equation (1) that

\[
\sigma = 3K\varepsilon - 3\alpha_0\varepsilon T. \quad (7)
\]

For the deviatoric stress-strain relation, I assume the Maxwell body so that

\[
\dot{\varepsilon}_{ij} = \frac{1}{2\mu}\dot{\sigma}_{ij} + \frac{1}{2\eta}\dot{\gamma}_{ij}; \quad (8)
\]

where the dot denotes (material) differentiation with respect to time and \( \eta \) is viscosity. Using equations (5)–(7), this may be arranged as

\[
\ddot{\sigma}_{ij} + \frac{\mu}{\eta}\dot{\sigma}_{ij} = 2\mu\dot{\varepsilon}_{ij} + 3\mu\left[\lambda\dot{\varepsilon} - \alpha_0\varepsilon T + K\frac{\mu}{\eta}(\varepsilon - \alpha_0\varepsilon T)\right]. \quad (9)
\]

Together with equation (2), this constitutive equation for the Maxwell body forms a foundation for the viscoelastic analysis of thermal stress. For the shallow upper mantle, both \( \lambda \) and \( \mu \) are assumed to be 60 GPa, which corresponds to Young’s modulus of 150 GPa and the Poisson ratio of 0.25. The bulk modulus is then 100 GPa as \( K = \lambda + 2\mu/3 \). The linear thermal expansivity is one third of volume thermal expansivity, and I adopt the value of \( 10^{-5} \text{ K}^{-1} \).

The viscosity is evaluated through the following composite rheology model for Earth’s mantle:

\[
\eta = \sigma_{II}/(\dot{\varepsilon}_s + \dot{\varepsilon}_f). \quad (10)
\]

where \( \sigma_{II} \) denotes the second invariant of the deviatoric stress tensor, and \( \dot{\varepsilon}_s, \dot{\varepsilon}_f, \) and \( \dot{\varepsilon}_p \) are strain rates for diffusion, dislocation, and Peierls creep mechanisms, respectively. As only the shallowest upper mantle is involved, the influence of the activation volume is neglected here. Flow laws for these creep mechanisms are specified as follows:

Diffusion creep

\[
\dot{\varepsilon}_s = \dot{\varepsilon}_{s,dry} + \dot{\varepsilon}_{s,wet}, \quad (11)
\]

\[
\dot{\varepsilon}_{s,dry} = A_{s,dry}\sigma_{II}d^{-p}\exp(-H_{s,dry}/RT), \quad (12)
\]

\[
\dot{\varepsilon}_{s,wet} = A_{s,wet}C_{H_2O}^{eff}\sigma_{II}d^{-p}\exp(-H_{s,wet}/RT), \quad (13)
\]

with \( A_{s,dry} = 1.58 \times 10^9 \text{ s}^{-1} \text{ MPa m}^3, A_{s,wet} = 10^8 \text{ s}^{-1} \text{ MPa m}^3, r_f = 1, p = 3, H_{s,dry} = 375 \text{ kJ mol}^{-1}, \) and \( H_{s,wet} = 335 \text{ kJ mol}^{-1} \) [Hirth and Kohlstedt, 2003]. The water concentration \( C_{H_2O} \) is in units of ppm H/Si, the grain size \( d \) is in microns, \( \sigma_{II} \) is in MPa, \( R \) is the universal gas constant, and \( T \) is absolute temperature.

Dislocation creep

\[
\dot{\varepsilon}_f = \dot{\varepsilon}_{f,dry} + \dot{\varepsilon}_{f,wet}, \quad (14)
\]

\[
\dot{\varepsilon}_{f,dry} = A_{f,dry}\sigma_{II}^{1.58/C_0} \exp(-H_{f,dry}/RT), \quad (15)
\]

\[
\dot{\varepsilon}_{f,wet} = A_{f,wet}C_{H_2O}^{eff}\sigma_{II}^{1.58/C_0} \exp(-H_{f,wet}/RT), \quad (16)
\]

with \( A_{f,dry} = 1.26 \times 10^6 \text{ s}^{-1} \text{ MPa}^{-n}, A_{f,wet} = 3.63 \text{ s}^{-1} \text{ MPa}^{-n}, r_f = 1.2, n = 3, H_{f,dry} = 510 \text{ kJ mol}^{-1}, \) and \( H_{f,wet} = 410 \text{ kJ mol}^{-1} \) [Karato and Jung, 2003].

Peierls creep

\[
\dot{\varepsilon}_p = \dot{\varepsilon}_p \exp\left(\frac{H_p}{RT} \left(1 - \frac{\sigma_{II}}{\sigma_p}\right)^2\right), \quad (17)
\]

with \( A_p = 5.7 \times 10^{11} \text{ s}^{-1}, H_p = 536 \text{ kJ mol}^{-1}, \) and \( \sigma_p = 8.5 \times 10^3 \text{ MPa} \) [Goetze and Evans, 1979]. Note that this formula is valid only when \( \sigma_{II} > 200 \text{ MPa} \). For stresses below this threshold, \( \dot{\varepsilon}_p \) is set to zero.

For the evolution of the temperature field, half-space cooling [e.g., Carslaw and Jaeger, 1959, p. 59] is adopted:

\[
T_{HSC}(t, z) = T_s + (T_0 - T_s) \text{erf}\left(\frac{z}{2\sqrt{\kappa}t}\right), \quad (18)
\]

where \( T_s \) is the surface temperature (273 K), \( T_0 \) is initial mantle temperature (1573 K), \( \kappa \) is thermal diffusivity (10^{-6} \text{ m}^2 \text{ s}^{-1}), t is time, and \( z \) is a vertical coordinate originated at the surface.
boundary. Stress and displacement are calculated assuming purely elastic response (i.e., equation (1)) at \( t = 0 \), and the subsequent temporal evolution is modeled by integrating equation (9).

[20] The presence of a crack is modeled by unconstraining both horizontal and vertical displacements for some top fraction of the right boundary (e.g., dashed white line in Figure 3) and also by specifying appropriate boundary traction. Both the left and right boundaries are the line of symmetry, and this model is limited to equally spaced cracks, to model cracks with a regular spacing of 100 km, for example, the horizontal extent of the model has to be only 50 km. The horizontal traction on the crack wall is given by

\[
\sigma_{xx}|_{z=z_m} = (\rho_m - \rho_w)gz, \tag{19}
\]

where \( \rho_m \) is mantle density (3300 kg m\(^{-3}\)), \( \rho_w \) is water density (1000 kg m\(^{-3}\)), and \( g \) is gravitational acceleration (9.8 m s\(^{-2}\)). Because gravity is not considered in the equilibrium equation (equation (2)) and because crack space in oceanic lithosphere is supposed to be filled with water, the horizontal traction is equal to the difference between lithostatic and hydrostatic pressures. The vertical traction on the crack wall is zero, as water does not support shear stress.

[21] Crack growth is simulated by changing the length of the unconstrained boundary according to a change in the stress field. In fracture mechanics, the condition for crack growth is usually discussed in terms of the stress intensity factor or the J integral because of stress singularity at a crack tip [e.g., Lawn and Wilshaw, 1975; Anderson, 2005]. Instead of accurately calculating the stress intensity factor for a given crack, the following simplified procedure is used for crack growth: a crack is extended so that stress beneath the crack tip is always lower than the confining pressure, \( (\rho_m - \rho_w)gz \). This approximated procedure is motivated by the work of Lachenbruch [1961], who studied the fracture mechanics of tension cracks with the effect of gravity. He showed that the crack growth is controlled by the following balance in the stress intensity factor:

\[
K_\theta + K_\rho = K_c, \tag{20}
\]

where \( K_\theta \) and \( K_\rho \) are the stress intensity factors due to thermal stress and confining pressure, respectively, and \( K_c \) is fracture toughness of material under consideration. For lithospheric-scale cracks (i.e., longer than a few kilometers), \( K_\theta \) and \( K_\rho \) are both on the order of a few GPa m\(^{1/2}\) with opposite signs (\( K_\rho \) is negative because confining pressure tries to close cracks). On the other hand, the fracture toughness of polycrystalline olivine is known to be around 1 MPa m\(^{1/2}\) [deMartin et al., 2004]. Thus, for the growth of lithospheric-scale crack, the right-hand side of equation (20) is effectively zero, and crack growth is controlled by the balance between thermal stress and confining pressure.

[22] Crack growth modifies the stress and displacement fields as follows:

\[
\sigma_{ij}|_{t=t'} = \sigma_{ij}|_{t=t'} + \Delta \sigma_{ij} \tag{21}
\]

\[
u_{ij}|_{t=t'} = u_{ij}|_{t=t'} + \Delta u_{ij} \tag{22}
\]

where \( t' \) and \( t' \) denotes times just after and before a crack extends incrementally from some depth of \( z_o \) to \( z_o(>z_o) \). As this incremental crack growth takes place instantaneously (at least in a geological sense), viscous relaxation is likely to be unimportant, and the above changes in stress and displacement may be calculated by using the principle of superposition in linear elasticity [e.g., Anderson, 2005]. At \( t = t' \), the uncracked segment from \( z_o \) to \( z_o \) can be regarded as cracked but closed by a hypothetical traction equal to thermal stress. At \( t = t' \), this segment is cracked and open and subject to the confining pressure. As there is no change in the temperature field during this instantaneous crack growth, therefore \( \Delta \sigma_{ij} \) and \( \Delta u_{ij} \) can be calculated as the elastic response of a thermally homogeneous medium to the following traction on the newly created crack segment:

\[
\sigma_{ij}|_{x=x_m, z_o < z < z_o}, t=t' = -\sigma_{ij}|_{x=x_m, z_o < z < z_o}, t=t' + (\rho_m - \rho_w)gz. \tag{23}
\]

For this calculation, traction on other parts of the boundary is zero, and displacement boundary conditions are the same as previously described.
The ridge-normal model also assumes half-space cooling, but in this case, the temperature field is two-dimensional because of horizontal plate velocity $U$ (Figure 3). As shown in section 3, my numerical scheme is formulated in the framework of compressible elasticity. The steady state distribution of thermal stress in the moving thermal boundary layer cannot be modeled properly in this framework. For the sake of discussion, however, we may still benefit from some exploratory models, which mimic this steady state cross section in an approximated way. To this end, I model the evolution of thermal stress in a static viscoelastic medium with a prescribed two-dimensional temperature field. Two ad hoc different temperature fields are tested: (1) the frozen mode in which temperature is time-independent as $T(x, z, t) = T_{HSC}(x/U, z)$, and (2) the gradual mode with $T(x, z, t) = T_{rmHSC}(xt/Ut_{max}, z)$, where $t_{max}$ controls the rate of temperature evolution.

As in the ridge-parallel model, the top boundary is free surface, and the bottom has zero vertical displacement and free slip. The left and right boundaries have zero horizontal displacement and free slip. While the left boundary (i.e., just beneath a spreading center) must have zero horizontal displacement because it is the line of symmetry (note that oceanic crust is neglected in this study, so is its accretion at a ridge axis), there is no reason to impose zero horizontal displacement on the right boundary. The entire plate may be in extension or compression depending on tectonic situations. In this regard, my model should be considered as a tectonically neutral case. A primary goal here is to investigate how horizontal temperature gradient may affect thermal stress accumulation in a viscoelastic medium, and this model will prove to be sufficient for discussion.

### 3. Results

The finite element method is employed to obtain numerical solutions for the initial value problems as defined above. The derivation of matrix equations for these viscoelastic problems is given in Appendix A.

#### 3.1. Ridge-Parallel Models

The simplest ridge-parallel model is the one without any crack growth, in which the horizontal displacement is suppressed by having fixed vertical boundaries. I used $100 \times 1$ uniform elements to model this essentially one-dimensional case with the depth extent of 100 km. For mantle rheology, two water contents are tested: 10 ppm H/Si (dry) and 1000 ppm H/Si (wet). The latter is believed to be appropriate for asthenosphere. Fractional melting brings down water content far below 10 ppm H/Si [e.g., Hirth and Kohlstedt, 1996], but using a lower water content does not result in stiffer lithosphere because water-independent creep mechanisms (e.g., equation (12)) place the upper limit on effective viscosity. Grain size is assumed to be 5 mm [Ave Lallemant et al., 1980] for all of my calculations.

The result of this model calculation for 100 Ma is shown in Figure 4. The maximum thermal stress easily exceeds 1 GPa all the time, and at 100 Ma, the top 40–50 km of oceanic lithosphere accumulates thermal stress greater than 100 MPa. Though I use the composite rheology model incorporating diffusion, dislocation, and Peierls creep mechanisms, the dominant deformation mechanism turns to be usually diffusion creep. This is expected because diffusion creep has the lowest activation energy. Dislocation creep could be more efficient when stress is high, but high thermal stress is always associated with low temperature. Thus, even in the high stress regime, diffusion creep is most efficient. The Peierls mechanism is never activated simply because stress involved is just too low for this mechanism to be dominant.

Note that all of flow laws used in the composite rheology model are for steady state deformation. Total strain involved in thermal contraction is, on the other hand, too small to be considered with steady state flow laws, and it...
should be treated with transient flow laws. Because of the paucity of experimental data, however, the transient creep of mantle olivine is not well understood in contrast to its steady state deformation. On the basis of theoretical consideration combined with available data, Karato [1998] estimated that effective viscosity for transient creep could be lower than that for steady state creep by up to an order of magnitude, because only soft slip systems have to be invoked to accommodate small strain. This possible softening by transient creep is probably not very important for the present thermoelastic analysis, however. As can be seen in Figure 4, the dry and wet cases result in similar thermal stress profiles, with only \( \sim 5 \) km difference at most regarding the depth extent. The water contents assumed for these two cases are different by two orders of magnitude, and thus a similar difference is expected for effective viscosity (equations (13) and (16)). Thermal stress accumulation in dry lithosphere with more realistic transient creep is therefore likely to be bounded by these two similar profiles. In the following, only dry lithosphere is considered (i.e., \( C_{H,0} = 10 \text{ ppm H}/\text{Si} \)).

[29] In most of previous studies on thermal stress in oceanic lithosphere, the viscoelastic accumulation of thermal stress is approximately handled by an elastic model with the so-called blocking temperature [e.g., Turcotte, 1974; Parmentier and Haxby, 1986; Sandwell, 1986]. That is, thermal stress is assumed to accumulate only after temperature falls below the blocking temperature, \( T_b \):

\[
\Delta \sigma_{ij} = \begin{cases} 
-3 \delta_{ij} \sigma_0 (T - T_b) & \text{if } T < T_b \\
0 & \text{otherwise.}
\end{cases} \tag{24}
\]

[30] Turcotte [1974] adopted \( T_b = 300 \degree \text{C} \), and later studies tend to use higher values. The thermal stress accumulation based on this approximation is also shown in Figure 4 for \( T_b = 300 \degree \text{C} \) and \( 700 \degree \text{C} \). It can be clearly seen that \( T_b = 300 \degree \text{C} \) grossly underestimates the magnitude of thermal stress, and also that the use of the blocking temperature, regardless of its magnitude, fails to reproduce the depth gradient of thermal stress.

[31] The extremely high thermal stress seen at shallow depths would not be achieved in reality, because it is well above the brittle strength of the mantle. Crack growth has to be incorporated in order to make model predictions more realistic. The crack spacing of \( 200 \) km is considered first. As will be shown, this spacing is so wide that the model is effectively about the growth of a single crack in a horizontally infinite medium. Utilizing the model symmetry (Figure 3), the finite element model is \( 100 \) km wide and \( 100 \) km deep, with the grid interval of \( 1 \) km both horizontally and vertically. The model is sufficiently deep so that results are insensitive to the boundary condition at the base. Modeling results indicate that thermal cracking could fracture lithosphere fairly deeply, reaching the depth of \( \sim 10 \), \( \sim 20 \), and \( \sim 30 \) km at \( t = 10, 50, \) and \( 100 \) Ma (Figure 5). It is also noted that the crack formation releases thermal stress only locally, with the horizontal extent of stress release being nearly proportional to crack depth. The region away from this crack still suffers from thermal stress exceeding fracture strength, so more narrowly spaced cracks are considered next.

[32] The second crack model has \( 30 \)-km spacing (Figure 6). Cracks grow in a manner very similar to the first model, with the crack depth being slightly shallower. As expected, stress release is more pervasive. Because deep cracks do not release stress at shallow depths very efficiently, however, there are still shallow regions with high thermal stress. These regions must be fractured by more narrowly spaced shallower cracks, and the cascade crack structure would be ideal in terms of stress release. I note, however, even with this ideal crack system, thermal stress cannot be completely removed. First of all, thermal stress below crack depth is almost unchanged by crack formation (Figures 5 and 6), and this deep thermal stress is still of a significant magnitude (a few hundred megapascals). Second, as far as crack space is connected to overlying seawater, crack walls are always subject to the confining pressure, \( \left( \rho_m - \rho_w \right) gz \), so thermal stress cannot fall below this pressure. The lowest thermal stress that could be achieved by the ideal crack system is therefore zero at the surface, increasing linearly following the confining pressure down to some depth (e.g., \( \sim 30 \) km for \( t = 100 \) Ma), and then decreasing almost linearly to a midlithospheric depth.

[33] The above model is only applicable to crack formation perpendicular to a ridge axis. The evolution of cracks with a different orientation may be different from this, because lateral variations in temperature, which are absent from the ridge-parallel model, may affect the evolution of thermal stress considerably. In order to evaluate this effect of lateral variations, the ridge-normal geometry is considered next.

### 3.2 Ridge-Normal Models

[34] As described in section 2.2, two different temperature fields, the frozen and gradual modes for this model geometry, are used. The spreading rate is set to \( 2 \) cm yr \(^{-1} \), and I test two different horizontal extents, \( 1000 \) km and \( 2000 \) km, which correspond to \( 50 \) Ma and \( 100 \) Ma, respectively. The model domain is discretized with uniform elements, each of which is \( 40 \)-km-wide and \( 2 \)-km-high. Selected model results are shown in Figure 7. How to set up the temperature field has a significant effect on thermal stress, as can be seen from Figures 7a and 7b. The frozen mode, in which the thermal boundary layer is instantaneously introduced, leads to excessively high thermal stress in lithosphere (Figure 7a). This is clearly unrealistic because viscous relaxation during the growth of the boundary layer is not considered at all in this instantaneous setup. The magnitude of thermal stress in the gradual mode (Figure 7b) is similar to what is obtained in the ridge-parallel model. This static model can only be a crude approximation to the true steady state, and the gradual mode appears to be sufficient for us to gain some quantitative understanding of the ridge-normal structure. By comparing the frozen-mode models with different widths (Figures 7b and 7c), the right boundary seems to have little effect on the overall structure of thermal stress.

[35] Figure 7d shows another attempt to emulate the steady state thermal stress based on the ridge-parallel model. I simply convert the temporal progression of ridge-parallel thermal stress (as shown in Figure 4) to the spatial distribution of ridge-normal thermal stress by translating time to distance using the spreading rate. The gradual
mode model differs from this ridge-parallel-based model up to a few hundred megapascals (Figure 7e), but these two models are still very similar in the depth extent of finite thermal stress (e.g., >40 km deep at 100 Ma), and the maximum thermal stress is greater than 1 GPa in both models at any given time. These similarities suggest that the thermal stress evolution in the ridge-normal cross section may well be approximated by that in the ridge-parallel cross section. In other words, the horizontal temperature gradient in the ridge normal direction could safely be neglected when considering thermal stress at regional scales. This may be obvious from the vertical exaggeration used in Figure 7. The horizontal temperature gradient is even smaller for higher spreading rates.

In all of the ridge-normal models, stresses are virtually zero along the left boundary, because hot and thus low-viscosity mantle beneath the ridge axis can dissipate thermal stress quickly (i.e., less than a few thousand years). Note that I did not impose this zero horizontal traction beneath the ridge axis as a boundary condition. Though zero horizontal traction (i.e., free-moving boundary) has often been used for the ridge axis in the past [e.g., Haxby and Parmentier, 1988], the left boundary must have zero horizontal displacement, as it is required by symmetry. This is

\[ \text{(a) } t = 10 \text{ My} \]

\[ \text{(b) } t = 50 \text{ My} \]

\[ \text{(c) } t = 100 \text{ My} \]

Figure 5. Ridge-parallel model with 200-km crack spacing. The actual model domain spans from −100 km to 0 km in the horizontal coordinate and from 0 km to 100 km in the vertical coordinate. The release of thermal stress due to crack formation is limited with horizontal extent similar to crack depth, and this model can be regarded as single crack formation in a horizontally infinite medium. (left) Horizontal thermal stress, (middle) its horizontal average (confining pressure as dashed line), and (right) crack opening. In Figure 5 (left), the depth extent of crack is indicated by thick dotted line, and the contour interval is 200 MPa.
true not only for my static model, but also for the real steady state situation. Zero horizontal traction should emerge naturally from viscous relaxation and should not be imposed as a boundary condition. When the elastic approximation with the blocking temperature was used in previous studies, this point was usually not appreciated.

4. Discussion

4.1. Critique of Previous Studies on Thermal Stress

[37] As noted in Introduction, the consideration of thermal stress in evolving oceanic lithosphere is not new. After Turcotte and Oxburgh [1973] indicated the potential importance of thermal stress in lithospheric dynamics, thermal stress has been studied to explain the spacing of transform faults [Turcotte, 1974; Sandwell, 1986], to model the ambient stress state [Bratt et al., 1985; Haxby and Parmentier, 1988; Denlinger and Savage, 1989] as well as the temporal evolution of fracture zones [Parmentier and Haxby, 1986; Wessel and Haxby, 1990], and to evaluate its role in elastic thickness estimates based on lithospheric flexure [Wessel, 1992]. An interest in thermal stress has been recently revived as a potential mechanism to explain the origin of gravity rolls in the southern Pacific [Gans et al., 2003; Sandwell and Fialko, 2004].

[38] Beyond the order of magnitude argument by Turcotte and Oxburgh [1973], however, all of previous attempts to model thermal stress more quantitatively are at odds with the present study. To simplify discussion, I will focus on the

Figure 6. Same as Figure 5, but with 30-km crack spacing. The model domain spans only from −15 km to 0 km in the horizontal coordinate, and the solution is simply repeated at the vertical lines of symmetry for plotting purpose.
ridge-parallel cross section. On the basis of the modeling results given in section 3.2, my reasoning could possibly be extended to the ridge-normal cross section as well, but this remains speculative at this point. The most obvious discrepancy between this study and previous ones is in the sense of horizontal thermal stress; it is always tensional everywhere in my models (e.g., Figure 6), whereas it is compressional at shallow depths and tensional at greater depths in previous studies [e.g., Turcotte, 1974; Parmentier and Haxby, 1986; Wessel, 1992]. To understand the cause of this discrepancy, there are three important issues to be discussed: (1) the treatment of viscoelasticity, (2) boundary
conditions, and (3) the applicability of Saint-Venant’s principle.

[39] First, in most of previous studies, viscoelastic thermal stress has been modeled approximately using the thermoelastic theory modified with the blocking temperature (equation (24)). Though Figure 4 may indicate that this simplified approach is reasonable as far as the blocking temperature is appropriately chosen (e.g., 700°C), this elastic approach has a hidden pitfall, which will become apparent when I discuss Saint-Venant’s principle later. Notable exceptions to this blocking temperature approach are the use of the stress relaxation timescale by Bratt et al. [1985] and the fully viscoelastic approach by Denlinger and Savage [1989]. Bratt et al. [1985], however, assumed at the outset that thermal stress is relieved on time scales short compared to the age of lithosphere (and independent of the viscosity structure of lithosphere), and went on to adopt a fairly ad hoc method of thermal stress calculation, which is impossible to justify. Denlinger and Savage [1989] has been the only study that used viscoelasticity, but mantle viscosity assumed in their study is too low. They tested two diffusion creep models, and while the activation energy is reasonable in both models (~300–400 kJ mol⁻¹), reference viscosity at 1300°C is 10¹⁹ Pa s for one model and 10¹¹.75 Pa s for the other model. The former is now generally regarded as the viscosity of asthenosphere and not of dry depleted lithosphere, which is believed to be more viscous by 2 orders of magnitude. The latter is unbelievably low. Denlinger and Savage [1989] cited Karato et al. [1986] for this viscosity, but this viscosity corresponds to that of fine-grained olivine aggregates used in laboratory experiments and should not be used for Earth’s mantle, in which the grain size of olivine is on the order of millimeters, not microns.

[40] Second, previous models assumed free traction at the vertical boundaries (e.g., fracture zones in the ridge-parallel cross section). Even if fracture zones are completely fractured to great depths, however, horizontal traction cannot be zero at those boundaries because the difference between lithostatic and hydrostatic pressures would always exert tensional traction. In the presence of this confining pressure, one has to invoke some additional mechanism to achieve free traction at vertical boundaries.

[41] Finally, even if boundary traction somehow vanishes, this zero traction does not lead to compressional stress at shallow depths and extensional stress at greater depths, contrary to a common belief in previous studies. A conventional argument is all based on the following assumption: for a freely deforming plate, thermal stresses averaged over its thickness D are always zero, e.g.,

\[ \int_0^D \sigma_{xz}(x,z)dz = 0. \]  \hspace{1cm} (25)

[42] Though this might appeal to intuition, one cannot derive this from the conservation of momentum alone. In the absence of external force, two-dimensional momentum balance relevant to \( \sigma_{xz} \) is the following:

\[ \frac{\partial \sigma_{xz}(x,z)}{\partial x} + \frac{\partial \sigma_{xz}(x,z)}{\partial z} = 0. \]  \hspace{1cm} (26)

[43] By integrating this with respect to \( z \), one may obtain

\[ \frac{\partial}{\partial x} \int_0^D \sigma_{xz}(x,z)dz + [\sigma_{xz}(x,z)]_0^D = C(x), \]  \hspace{1cm} (27)

where \( C(x) \) is an arbitrary function of \( x \) only. When the horizontal boundaries are free slip, the second term on the left-hand side is zero. By one more integration and applying zero horizontal traction at \( x = 0 \), we may arrive at:

\[ \int_0^x \sigma_{xz}(x,z)dz = \int_0^x C(x')dx'. \]  \hspace{1cm} (28)

[44] Thus equation (25) does not hold in general, and it requires additional assumptions for the right-hand side to be zero. Equation (25) is known to be a good approximation for a thin elastic plate (i.e., \( x \gg D \)), and this is sometimes loosely referred to as the application of Saint-Venant’s principle [e.g., Boley and Weiner, 1960, p. 278] (for a more precise description of this principle, see Fung [1965]). Saint-Venant’s principle is usually expected to work well for simple elastic bodies, and it might also work even with yielding [e.g., Fung, 1965, p. 307]. Its general applicability to viscoelastic bodies, however, is not expected, and as I will demonstrate shortly, Saint-Venant’s principle works only under limited conditions.

[45] Figure 8 illustrates how the use of equation (25), when combined with the notion of the blocking temperature, leads to compressional stress at shallow depths. As cooling proceeds, the depth at which cooling is most efficient (i.e., \( dT/dt \) is at its maximum) gradually increases (Figure 8b). Only the cooling below the blocking temperature contributes to thermal stress. Because the vertically averaged thermal stress must be zero, the “effective” temperature increment is positive at shallow depths and negative at greater depths (Figure 8c). The resulting thermal stress therefore becomes compressional at shallow depths and extensional at greater depths, as shown in Figure 8d. This state of stress in oceanic lithosphere is a prevailing notion in existing literature, and there are at least two reasons I can imagine why this is so. First of all, this stress state appears to be nicely consistent with the observed pattern of focal mechanisms in young oceanic lithosphere [Bergman and Solomon, 1984; Wiens and Stein, 1984], and this observation is frequently mentioned in previous studies as circumstantial evidence [e.g., Parmentier and Haxby, 1986; Haxby and Parmentier, 1988; Denlinger and Savage, 1989; Wessel, 1992]. Second, this type of stress state has also been known to exist in thermally tempered glass [e.g., Lee et al., 1965; Narayananswamy and Gardner, 1969]; compressional stress near glass surface is what increases the strength of glass. As the viscosity of glass materials is temperature-dependent as strongly as that of mantle materials, this small-scale analogue may appear to be conflicting with my numerical results.

[46] There are, however, important differences between glass tempering and the thermal evolution of oceanic lithosphere, and these differences happen to matter for the resulting state of thermal stress. In thermal tempering processes, glass is cooled from both surfaces and surface temperature is lowered gradually (by natural or forced air...
convection), not instantaneously [e.g., Gardon, 1980]. This doubled-sided gradual cooling is essential to avoid breakage during tempering, by preventing a large temperature contrast to develop in glass. This is very different from the half-space cooling of oceanic mantle, in which surface temperature is set to zero instantaneously at \( t = 0 \) and the cooling of the interior is much less efficient than double-sided cooling. In half-space cooling, therefore tensional stress near the cold surface is more likely to be frozen in and hard to be affected by the subsequent (minor) accumulation of thermal stress in greater depths.

[47] To demonstrate my point, I ran the ridge-parallel model with free traction on the right boundary, using both instantaneous cooling and double-sided gradual cooling (Figure 9). In the gradual cooling, top and bottom temperature are lowered, linearly from 1300°C to 0°C, over the first 50 Ma. In addition to the composite mantle rheology model, simple temperature-dependent viscosity is also tested with the activation energy of 300 kJ mol\(^{-1}\) and the reference value of 10\(^{21}\) Pa s at 1300°C. Double-sided gradual cooling, regardless of viscosity models, results in compressional stress near surfaces and extensional in the middle (Figure 9f), which is very similar to what is observed for tempered glass. For instantaneous half-space cooling, however, results depend greatly on the choice of a viscosity model, and more importantly, equation (25) does not hold. It appears that the half-space cooling results in too large a viscosity contrast for Saint-Venant’s principle to work. Compared to the simple temperature-dependent viscosity model, the composite rheology model gives a lower viscosity contrast, so the corresponding thermal stress is less tensional (Figures 9a–9c), but it is still far from what is commonly believed (Figure 8). When a viscoelastic problem is approximated as an elastic problem with the blocking temperature, one may be tempted to think only in the framework of elastic theory. Saint-Venant’s principle is valid only for elasticity, and we should not use it for a fundamentally viscoelastic problem. This is the aforementioned hidden pitfall for the use of the blocking temperature. [48] Thus it is probably fair to suggest that previous inferences on the state of the thermal stress in oceanic lithosphere are misleading because (1) zero traction at fracture zones is difficult to achieve in the presence of gravity, and (2) even if zero traction is achieved, vertically averaged thermal stresses are not zero for mantle rheology and instantaneous cooling. This implies that what has been explained by thermal stress, such as the pattern of focal mechanisms and fracture zone flexure, may need to be revisited.

### 4.2. Rheological Evolution of Oceanic Lithosphere

[49] The depth extent of thermal cracking predicted by my modeling is significant (Figure 6); 100 Ma-old lithosphere can be cracked down to \(~30\) km depth, and thermal stress is greater than confining pressure to keep the crack space open, or more precisely, filled with water. It is important not to confuse this large-scale thermal crack with microcracks. Microcracks cannot remain open at such great depths because of confining pressure. As speculated in section 3.1, the most likely crack system would have a cascade structure, composed of widely spaced (\(~30\)-km interval) deep cracks and more narrowly spaced shallow cracks. Other crack structures, such as narrowly spaced deep cracks, may be possible, but they do not lead to any additional release of thermal stress.

[50] I also note that stress release by thermal cracking is local. Transform faults or fracture zones alone cannot release thermal stress efficiently. The spacing of transform faults vary from \(~30\) km to \(~1000\) km in the global mid-ocean ridge system, with the average of \(~160\) km [Sandwell, 1986]. Thus transform faults and fracture zones are usually too widely spaced, and thermal stress in-between should be strong enough to generate another deep cracking.

[51] Even with the cascade crack system, residual thermal stress is still substantial within the upper half of lithosphere...
This residual stress is tensional and on the order of a few hundred megapascals. This would be the ambient state of stress in oceanic lithosphere if no process other than cracking takes place. In the presence of surface water, however, this is unlikely. Thermal cracking introduces seawater deeply into cold lithospheric mantle, and the temperature and pressure conditions are ideal for serpentinization. One may expect that volume expansion associated with serpentinization may close the crack space, but this is dynamically not feasible for the following reason. Crack opening is about 100 m (Figure 6), and to consume water in this crack space by serpentinization, this water must be physically transported horizontally into the crack walls. This horizontal water transport has to compete with full

**Figure 9.** Ridge-parallel models with the free-moving right boundary (i.e., displacement is totally unconstrained). (right) With the composite mantle rheology model, and (left) with simpler, temperature-dependent viscosity with the activation energy of 300 kJ mol\(^{-1}\) and the reference viscosity of \(10^{21}\) Pa s. In Figures 9 (left) and 9 (right), horizontal thermal stress is shown with a contour interval of 100 MPa. (middle) Temperature profile. (a–c) Instantaneous half-space cooling and (d–f) double-sided gradual cooling at \(t = 10, 50,\) and 100 Ma. The model domain is 250 km wide and 100 km deep. The model width is chosen to show the horizontal extent of edge effects. See text for discussion.
lithostatic pressure, because, unlike the horizontal compo-
nent, the vertical component of thermal stress is completely
released by free-moving seafloor. Although serpentinization
is chemically favored, therefore it is unlikely to consume all
water in the crack space except at very shallow depths. Of
course, one must consider more complicating factors in the
real world, because the crack space would not be occupied
not only by seawater but also by sediment infill and debris
from crack walls. The possibility of chemical reaction being
regulated by the rate of horizontal water transport, however,
must always be a concern in any case. Note that serpen-
tinization and thermal cracking should take place concurrently.
At the very early stage of cracking, shallow cracks with
narrow opening could easily be healed by serpentinization,
and they would be repeatedly open by subsequent cracking
and continuously healed by serpentinization only at shallow
depths.

This serpentinization restricted to shallow depths has
an interesting dynamical consequence. It can effectively
heal the cracked surface and trap deep water in the crack,
which may raise the fluid pressure close to lithostatic.
Though serpentinization itself does not lead to a notable
reduction in the friction coefficient, such high fluid pressure
can reduce considerably the “effective” friction coefficient,
which is apparently needed for the generation of plate
tectonics as discussed in Introduction.

Furthermore, the confining pressure, which prevents
the complete release of thermal stress, could vanish if the
fluid pressure reaches lithostatic, and thermal cracking can
continue further to release all of residual thermal stress. For
mature oceanic lithosphere, for example, this secondary
cracking could fracture down to ~50 km (Figure 6),
removing the stiff semibrittle core entirely (Figure 2).
Because crack growth, serpentinization, and sediment infill
could take place simultaneously and also continuously as
the cooling of oceanic mantle proceeds, we must wait for
future modeling studies to see if this secondary cracking is
physically and chemically plausible.

One important observation in this regard is the
systematics of oceanic intraplate seismicity. Intraplate earth-
quakes in old oceanic lithosphere are mostly by thrust
faulting [e.g., Wiens and Stein, 1983], which indicates that
the ambient stress state must be compressional. Seafloor
topography can provide such compressional stress (often
called as “ridge push”), but its magnitude is up to only a
few tens of MPa [e.g., Dahlen, 1981]. If residual thermal
stress is not released by some mechanism, this compres-
sional stress is completely overwhelmed by tensional ther-
mal stress, which is greater by more than an order of
magnitude. The number of intraplate earthquakes in old
oceanic lithosphere is very small, so the observed system-
atics may not be statistically significant. However, if oce-
anic lithosphere is indeed predominantly in compression as
has been believed for many years [e.g., Sykes and Sbar,
1973], some mechanism, such as secondary cracking due to
shallow serpentinization, must exist to efficiently liberate
residual thermal stress.

My prediction for thermal cracking is global, not
limited to any particular tectonic regimes. Thermal cracking
must proceed continuously everywhere in ocean basins as
oceanic lithosphere gradually cools down. The presence of
surface water plays a critical role in my working hypothesis
for weakening the stiffest part of lithosphere. Water has long
been suspected to be somehow important for the operation
of plate tectonics on Earth [e.g., Tozer, 1985; Regenauer-
Lieb et al., 2001], but its actual role remains rather vague.
Though still speculative, my hypothesis is one plausible
scenario for how water might help the generation of plate
tectonics (or the spontaneous initiation of subduction), and
at the very least, this study demonstrates that thermal stress
can crack oceanic lithosphere, much more deeply than
previously thought. My estimate of crack penetration depth
involves only the well-established properties of shallow
upper mantle: thermal expansivity, elastic constants, and
mantle viscosity. Thus the possible physical and chemical

Figure 10. Conceptual drawing for the rheological evolution of oceanic lithosphere. Residual thermal
stress after optimal stress release by cascade crack system is shown on the left, together with
compressional stress due to “ridge push.” In addition to thermal cracking, some mechanism, such as
partial crack healing by shallow serpentinization, must exist to liberate this large tensional residual stress,
in order to bring oceanic lithosphere in a compressional stress state.
consequences of deep thermal cracking deserve careful consideration.

4.3. Further Implications and Possible Observational Tests

[56] The proposed mechanism for introducing water and thus damage into oceanic lithosphere is attractive for the generation of plate tectonics because weakness is already localized as the form of thermal cracks. How to localize deformation is not a major concern. The planform of these cracks is, however, yet to be investigated. Ridge-parallel cracks are certainly necessary to release ridge-parallel thermal stress, but if horizontal thermal stresses are close to isotropic in horizontal directions as the ridge-normal models suggest, other planforms such as hexagonal may be preferred. The planform of thermal cracks is expected to be affected by far-field tectonic stresses, so a variety of planforms may be possible. This planform issue is important also because of its connection to seismic anisotropy.

[57] My scenario of weakening lithosphere is accompanied with the structure of thermal crack system, and whatever this structure would be, it is unlikely to result in weakening lithosphere in all possible directions both vertically and horizontally. In other words, damaged lithosphere could be weak only for certain types of deformation and remain strong for others. This notion of anisotropic plate strength is probably important to explain the apparent dual nature of oceanic lithosphere, which should be strong enough to support the long-term loading of seamounts but should also be weak enough to bend relatively easily at subduction zones [e.g., Gurnis et al., 2000]. I also note that seamount loading is more than mechanical loading. The emplacement of seamounts requires the migration of magma through lithosphere, which may affect the localized hydration and thus the strength of lithosphere.

[58] The deep hydration of oceanic lithosphere is likely to be important for other issues such as the origin of double seismic zones [e.g., Peacock, 2001; Kerrick, 2002] and the global water cycle [e.g., Ito et al., 1983; Jarrard, 2003]. Deep (20–30 km) thermal cracks are formed with an interval of a few tens of kilometers, and each of these cracks have average opening of ~50 m (Figure 6). The spatially averaged porosity is thus 0.1–0.2%. Combined with the present-day plate creation rate of ~3 km² yr⁻¹ [Parsons, 1982], such porosity suggests that the mantle contribution to global water flux at subduction zones may be ~0.6–1.8 × 10¹⁴ g yr⁻¹, which is not trivial compared to the crustal contribution (~6 × 10¹⁴g yr⁻¹ [Jarrard, 2003]).

[59] Thermal stress modifies the structure of oceanic lithosphere by creating macroscopic cracks. If we can map out the geophysical structure of lithosphere with sufficiently high resolution, it would be a direct observational test of this study, but the fine-scale structure of oceanic lithosphere has been a blind spot in conventional geophysical remote sensing. Active source seismology with a dense array of ocean bottom seismometers can provide high-resolution image, but it is usually limited to crustal structure. Surface wave tomography can image deeper structure, but with much lower resolution. A recent study by Lizarralde et al. [2004], however, points to a promising direction. They demonstrated that, by repeating air gun firing and stacking resulting seismic profiles, one could enhance signal-to-noise ratio sufficiently high so that mantle refraction phases can be accurately identified. Their P wave velocity model for shallow mantle beneath old (>100-Ma-old) oceanic lithosphere exhibits a peculiar velocity gradient (Figure 11), which cannot be explained by a simple mantle column. Their preferred interpretation for this velocity gradient is the effect of trapped melt (and now frozen as gabbro) due to inefficient melt extraction processes at a slow spreading ridge. Interestingly, the depth extent for this high-velocity gradient is similar to what is predicted for the depth of thermal cracks. Though porosity due to thermal cracks is very low, seismic velocity is very sensitive to the shape of porosity, and crack-like porosity can considerably reduce seismic velocity even with this low porosity [e.g., Korenaga et al., 2002, Figure 9b]. In any event, the high-resolution structure of oceanic lithosphere is now something we can reach for, and if we combine this new generation seismic acquisition with other geophysical methods such as magnetotelluric imaging, we should be able to distinguish between different hypotheses (e.g., failed melt migration vs. thermal cracking). Marine geophysics may provide a crucial key to resolving the generation of plate tectonics.

5. Conclusion and Outlook

[60] On the basis of viscoelastic thermal analysis, I have shown that thermal stress can deeply crack oceanic lithosphere, e.g., down to ~30 km depth for 100-Ma-old lithosphere, and also that residual thermal stress is still tensional and on the order of a few hundred MPa, which has a potential to fracture mature oceanic lithosphere further down to ~50 km depth. Earthquake studies suggest that oceanic lithosphere is generally under compression, which may indicate that secondary cracking due to shallow serpentinization could actually take place. The deep cracking of oceanic lithosphere has an inevitable chemical consequence, i.e., serpentinization, and its likely outcome is to create the localized zones of weakness in the stiffer part of lithosphere, which could facilitate the spontaneous initiation of subduction as well as self-sustained subduction and thus the generation of plate tectonics.

[61] This study is the first attempt to simulate thermal cracking in oceanic lithosphere, and the models are kept very simple. The main purpose is to demonstrate that thermal cracking can be very deep and thus thermal stress has a potential to affect the rheological evolution of oceanic lithosphere in a substantial manner. More elaborate models must be pursued in future, such as three-dimensional models to investigate the pattern of crack formation and physiochemical models to incorporate the effect of serpentinization. Some of the adopted boundary conditions may be debatable if one considers potential complications that may arise in the cracking (and healing) of real lithosphere, and such complications would be best handled in more elaborate models, for which the present study can serve as a baseline. Also, various tectonic processes that have been associated with thermal stress, including the seismicity of oceanic intraplate earthquakes, the spacing of transform faults, and lithospheric flexure, must be revisited carefully because the prevailing notion of thermal stress is likely to be incorrect. There are a number of theoretical tasks to be accomplished.
Equally exciting is that we now can probe the fine-scale geophysical structure of oceanic lithosphere, which should provide crucial observational clues.

Appendix A: Finite Element Implementation

My construction of thermoviscoelastic finite element models is built on a standard finite element procedure for classical linear elastostatics. I thus begin with a brief review of this standard procedure, following Hughes [1987].

A linear elastostatic problem is to find the displacement field \( u_i \) that satisfies all of the following:

\[
\sigma_{ij} + f_i = 0 \text{ in } \Omega \tag{A1}
\]

\[
u_i = g_i \text{ on } \Gamma_{g_i} \tag{A2}
\]

\[
\sigma_{ij} n_j = h_i \text{ on } \Gamma_{h_i} \tag{A3}
\]

where \( \Omega \) denotes the model domain without its boundary, \( \Gamma_{g_i} \) is a part of the boundary on which displacement is prescribed, and \( \Gamma_{h_i} \) is the rest of the boundary on which traction is prescribed. The unit outward normal vector to the boundary is denoted by \( n_i \). This statement of the problem is referred to as the strong form in literature on the finite element method. For an isotropic case, the stress is defined in terms of the displacement as

\[
\sigma_{ij} = \delta_{ij} \lambda u_i(\kappa, \lambda) + 2 \mu u_{ij}, \tag{A4}
\]

where

\[
\lambda = \frac{\mu}{\kappa - 2 \mu} \tag{A5}
\]

It can be shown that the above strong form is equivalent to the following weak form: Given \( f_i \) in \( \Omega \), \( g_i \) on \( \Gamma_{g_i} \), and \( h_i \) on \( \Gamma_{h_i} \), find \( u_i \in \mathcal{X} \) such that for all \( w_i \in \mathcal{Y} \),

\[
\int_{\Omega} \mathcal{L} w_i u_i d\Omega = \int_{\Omega} w_f d\Omega + \sum_{i=1}^{n_j} \int_{\Gamma_{h_i}} w_i h_i d\Gamma \tag{A6}
\]

where \( n_j \) is the number of dimensions, and \( \mathcal{L} \) is defined in terms of \( u_i \) as in equation (4). The symbols \( \mathcal{X} \) and \( \mathcal{Y} \) denote the trial solution space and the variation space, respectively.
Table B1. Numerical Errors For Transient Thermal Stress

<table>
<thead>
<tr>
<th></th>
<th>n = 32</th>
<th></th>
<th>n = 64</th>
<th></th>
<th>n = 128</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>N *</td>
<td>Average Error, %</td>
<td>N</td>
<td>Average Error, %</td>
<td>N</td>
</tr>
<tr>
<td>( \eta_0 = 10^3 ) Pa s</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>E = 100k3</td>
<td>170</td>
<td>0.44</td>
<td>650</td>
<td>0.20</td>
<td>2620</td>
</tr>
<tr>
<td>E = 300k3</td>
<td>170</td>
<td>0.42</td>
<td>650</td>
<td>0.21</td>
<td>2620</td>
</tr>
<tr>
<td>E = 600k3</td>
<td>170</td>
<td>0.42</td>
<td>650</td>
<td>0.21</td>
<td>2620</td>
</tr>
</tbody>
</table>

\*Number of iterations required to reach \( t = 0.08 \).

Each member \( u_i \in S \) satisfies \( u_i = g_i \) on \( \Gamma_{gr} \), whereas each \( w_i \in \eta \) satisfies \( w_i = 0 \) on \( \Gamma_{gr} \). By exploiting the fact that equation (6) must hold for all \( w_i \in \eta \), and by discretizing the continuous model space, one may arrive (after some algebra) at the following matrix equation:

\[
K_{pq} d_{q} = F_{p},
\]

where the stiffness matrix \( K_{pq} \) depends on elastic constants, the displacement vector \( d_{q} \) corresponds to the displacement field in \( \Omega \) and on \( \Gamma_{el} \), and the force vector \( F_{p} \) depends on the external force \( f_{i} \) as well as the boundary values \( g_{i} \) and \( h_{i} \). The indices \( P \) and \( Q \) run through all displacement nodes for all degrees of freedom excluding the boundary \( \Gamma_{gr} \). By translating the strong form (second-order differential equation) to the weak form (first-order integrodifferential equation), the boundary conditions become a fictitious-force-like term, and in the special case of homogeneous boundary conditions, they are automatically satisfied because they make no contribution to \( F_{p} \). Depending on model size and desired resolution, the stiffness matrix can be very large but also highly sparse, so the above matrix equation can be efficiently handled by common sparse matrix solvers. As my two-dimensional problems result in relatively small matrices, I use a direct solver based on Crout elimination [Hughes, 1987].

[65] Now I turn to the original viscoelastic problem. Equation (9) is approximated with the backward Euler algorithm as:

\[
\begin{align*}
\sigma_{ij}^{n+1} - \sigma_{ij}^{n} &= \frac{2\mu}{\Delta t} (\epsilon_{ij}^{n+1} - \epsilon_{ij}^{n}) + 3\delta_{ij} \left[ \frac{\lambda}{\Delta t} (\epsilon_{kk}^{n+1} - \epsilon_{kk}^{n}) \\
&\quad - \frac{\alpha i K}{\Delta t} (T^{n+1} - T^{n}) \\
&\quad + \frac{K}{\tau_{r}} (\epsilon_{ii}^{n+1} - \alpha i \delta T^{n+1}) \right],
\end{align*}
\]

where \( \Delta t \) is a time increment from time step \( n \) to \( n + 1 \), and \( \tau_{r} \) is the relaxation timescale defined as \( \eta/\mu \). This may be arranged as:

\[
\sigma_{ij}^{n+1} = \delta_{ij} \left[ \lambda + (1 - \gamma) \frac{2\mu}{3} \right] \Delta \epsilon_{kk} + 2\gamma \mu \Delta \epsilon_{ij} + \psi_{ij}^{n+1},
\]

where

\[
\psi_{ij}^{n+1} = -3\delta_{ij}^{n} \alpha i K \left[ (\Delta T + (1 - \gamma) \delta T^{n}) + \gamma \sigma_{ij}^{n} + \delta_{ij} (1 - \gamma) \delta T^{n} \right].
\]

and

\[
\gamma = \left( 1 + \frac{\Delta t}{\tau_{r}} \right)^{-1}.
\]

[66] This is the time stepping algorithm for \( n \geq 1 \), with \( \Delta \epsilon_{ij} = \epsilon_{ij}^{n+1} - \epsilon_{ij}^{n} = u_{ij}^{n+1} - u_{ij}^{n} \) and \( \Delta T = \delta T^{n+1} - \delta T^{n} \). The initial solution at \( n = 0 \) is provided by solving the following thermoelastic equilibrium (equation (1)):

\[
\sigma_{ij}^{0} = \delta_{ij}^{0} \lambda \epsilon_{kk}^{0} + 2\mu \epsilon_{ij}^{0} + \psi_{ij}^{0},
\]

where

\[
\psi_{ij}^{0} = -3\delta_{ij}^{0} \alpha i K \delta T^{0}.
\]

Starting with the initial solution \( u_{ij}^{0} \) and \( \sigma_{ij}^{0} \), the displacement field is updated as \( u_{ij}^{n+1} = u_{ij}^{0} + \Delta u_{ij} \), and the corresponding stress field is calculated using equation (9).

[67] Note that both equations (9) and (12) share the same structure of the classical elastostatic equilibrium with a fictitious stress term \( \psi_{ij}^{0} \). They are thus collectively treated in the following strong form statement: At the \( n \)th time step (\( n \geq 0 \)), find \( \vec{u}_{ij}^{n} \) that satisfies all of the following:

\[
\sigma_{ij}^{n} = 0 \quad \text{in} \quad \Omega
\]

\[
\vec{u}_{ij}^{n} = g_{ij}^{n} \quad \text{on} \quad \Gamma_{gr}
\]

\[
\sigma_{ij}^{n} n_{j} = h_{ij}^{n} \quad \text{on} \quad \Gamma_{n}
\]

where

\[
\sigma_{ij}^{n} = \vec{\sigma}_{ij}^{n} + \psi_{ij}^{n}.
\]
Acknowledgments.

KORENAGA: THERMAL CRACKING OF OCEANIC LITHOSPHERE

Pass and activation energies of 100, 300, and 89 s = 0.6 for all of my calculations.

Convergence Test for Crack Growth at 30-km Interval

The least squares smoothing procedure [e.g., Hughes 1987, p. 227] is employed to assign stress at every node only for a whole and thus discontinuous from element to element. The least squares smoothing procedure [e.g., Hughes 1987, p. 227] is employed to assign stress at every node only for a displaying purpose. Stress should be kept element-wise when solving for \( \mathbf{u}^n \) with equation (19) or evaluating \( \sigma^n_{ij} \) using equation (9); otherwise, errors introduced by smoothing would quickly accumulate during time stepping. For each time step, viscosity is calculated for all elements using equation (10), and the time step \( \Delta t \) is chosen so that \( \gamma \geq \gamma_{\text{min}} \) for all elements. The benchmark test of my code is reported in Appendix B, which indicates that the code can stably track the temporal evolution of thermal stress when \( \gamma_{\text{min}} \geq 0.5 \), which is equivalent to having \( \Delta t \leq \tau_r \) everywhere. I used \( \gamma_{\text{min}} = 0.6 \) for all of my calculations.

Appendix B: Benchmark Test of Finite Element Code

In order of verify my numerical code, two types of tests are conducted. For models without crack growth, an analytical solution exists for a simple viscosity model and one-dimensional temperature evolution [Muki and Sternberg, 1961], so this analytical solution is used as a benchmark. The solution by Muki and Sternberg [1961] may be better called semianalytical because it involves numerical integration, but this integration can easily be conducted to desired accuracy. For crack growth models, no analytical solution exists, and a convergence test is conducted instead.

Table B2. Convergence Test for Crack Growth at 30-km Interval

<table>
<thead>
<tr>
<th>Mesh Resolution</th>
<th>Crack Depth, km</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( t = 10 \text{ Ma} )</td>
</tr>
<tr>
<td>8 × 50</td>
<td>10</td>
</tr>
<tr>
<td>15 × 100</td>
<td>12</td>
</tr>
<tr>
<td>30 × 200</td>
<td>13</td>
</tr>
<tr>
<td>60 × 400</td>
<td>13.75</td>
</tr>
</tbody>
</table>


\[ \sigma^n_{ij} = 2 \mu \lambda^n \delta^n_{ij} + 2 \mu \lambda^n \delta^n_{ij} + 2 \int \int \left( \left( \int \int \right) \right) \]  

A measure of numerical error, I use root-mean-square difference in horizontal stress between numerical and analytical solutions (for \( D/n < z < D \)) scaled by the norm of the analytical solution, and report the average error for the entire model run as well as the error at the final time step. The shallowest element has the largest thermal stress but suffers most severely from errors in the temperature field for half-space cooling, so it is excluded from error calculation; otherwise the root-mean-square error would be unrepresentative of the rest of model domain. The benchmark comparison is reported in Table B1. Errors are less than 1% for most cases, and it is noted that the final error is in general very similar to the average error, indicating that error accumulation during time stepping is not a major source of numerical error. This is important because the number of time steps required for 100-Ma-long cooling is on the order of hundred thousands with the mantle rheology model.

The crack growth model with 30-km spacing shown in Figure 6 is based on 15 × 100 elements. As a convergence test, I also tested 8 × 50, 30 × 200, and 60 × 400 elements. As the mesh resolution increases, stress singularity at the crack tip is more accurately modeled, which leads to greater crack depth. Results in terms of crack depth are compared in Table B2. The difference between the finest-resolution model and the standard model presented in Figure 6 is up to 2 km, and this degree of accuracy is sufficient for discussion in the main text.
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