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ABSTRACT

Earth is far the only planet that exhibits plate tectonics, and along with the right heliocentric distance and the presence of surface water, plate tectonics is among necessary conditions for a habitable planet. Yet, the physics of this particular style of mantle convection is poorly understood, creating a substantial bottleneck in developing the general theory of planetary evolution. As plate tectonics is characterized by the subduction of oceanic lithosphere, a better understanding of the oceanic upper mantle could potentially help to break this stalemate. In this review, I summarize available theoretical, observational, and experimental constraints on the evolution of the oceanic upper mantle and its rheology, place the study of the oceanic upper mantle in the big picture of Earth evolution, and provide some suggestions for future research in relevant disciplines, including marine geophysics and computational geodynamics.

1. Introduction

Plate tectonics is what makes Earth a unique planet in the solar system (e.g., Rampino and Caldeira, 1994; Schubert et al., 2001; Kasting and Catling, 2003), but the physics of this particular style of mantle convection is still largely unresolved (e.g., Bercovici et al., 2015). We still do not know, for example, under what conditions plate tectonics takes place on a terrestrial planet. The inability to answer this basic question creates a considerable bottleneck in developing the general theory of planetary evolution; such a theory would be invaluable for ongoing exoplanetary research, or more broadly speaking, our quest for the origins of life in the universe. As the defining characteristic of plate tectonics is the subduction of oceanic lithosphere, one promising direction is to improve our understanding of the oceanic upper mantle. To identify key issues that warrant further investigation, this paper provides a review on the role of the oceanic upper mantle in some major unresolved problems surrounding plate tectonics.

The oceanic upper mantle is perhaps the best understood part of Earth’s mantle. To first order, its evolution is expected to be a simple function of seafloor age (e.g., Parsons and Sclater, 1977; Stein and Stein, 1992; Ritzwoller et al., 2004; Priestley and McKenzie, 2013), and its chemical state is generally considered to be relatively homogeneous (e.g., Klein and Langmuir, 1987; Hofmann, 1997; Herzberg et al., 2007; Gale et al., 2014). The rheology of olivine, which is the dominant phase of the upper mantle, has been studied extensively (e.g., Chopra and Paterson, 1984; Karato et al., 1986; Hirth and Kohlstedt, 1995; Mei and Kohlstedt, 2000a; Jung et al., 2006; Hansen et al., 2011). However, if we try to quantify how surface environment is controlled by mantle dynamics, it becomes evident that there exist a few major gaps in our understanding of the oceanic upper mantle. To keep discussion concrete in this paper, I will focus on the following three outstanding questions: (1) Why does plate tectonics take place on Earth? (2) How well can the surface topography of Earth, in the present and the past, be predicted? and (3) How does plate tectonics influence surface environment? To set the stage, I will first review the evolution of the oceanic upper mantle, covering thermal subsidence, seawater alteration, small-scale sublithospheric convection, perturbations by mantle plumes, the state of asthenosphere, and reference evolution models. Having a holistic view of mantle evolution is essential if we wish to correctly interpret any given observation, because real data reflect all of pertinent complications that exist in nature. Then, I will summarize available constraints on the rheology of the upper mantle materials, a good understanding of which is indispensable when discussing the dynamics of the oceanic upper mantle. With these preparations, I will return to the above outstanding problems and discuss how our understanding (or lack thereof) of the oceanic upper mantle contributes to ongoing debates over these issues. I will close with some suggestions for future research in relevant disciplines.

2. Evolution of the oceanic upper mantle

The generation of oceanic plates at mid-ocean ridges and their lateral migration are the directly observable part of global-scale mantle circulation. As a newly formed seafloor moves away from a mid-ocean
ridge, it gradually cools down, becomes denser, and thus subsides. The first-order feature of seafloor topography, shallow mid-ocean ridges and deepening ocean basins, can be explained by the simple conductive cooling of the suboceanic mantle. As the characteristics of ocean basins are primarily determined by seafloor age, marine geophysical observations are often discussed in terms of “anomalies,” i.e., deviations from some reference models. The evolution of the oceanic upper mantle, however, has some nontrivial complications, and a good understanding of how a ‘normal’ oceanic lithosphere would behave is necessary if we try to extract as much information as possible from a given observation by analyzing its subtle details.

In this paper, the terms “oceanic plate” and “oceanic lithosphere” both refer to the shallow, mechanically strong part of the oceanic mantle. The term “lithosphere” usually corresponds to the top thermal boundary layer, and this implicitly assumes that the mechanical strength of lithosphere originates in temperature-dependent viscosity. Viscosity can, however, depend on other factors such as grain-size and water content, and the precise definition of lithosphere becomes somewhat nebulous. In particular, mantle melting beneath mid-ocean ridges dehydrates the residual mantle, and this dehydration can lead to a substantial increase in viscosity (e.g., Karato, 1986; Hirth and Kohlstedt, 1996; Faul and Jackson, 2007). In some contexts, it would be convenient to distinguish between “thermal lithosphere” and “chemical lithosphere” (which is made of crust and “depleted mantle lithosphere”) (Fig. 1); the former grows by conductive cooling from the above, whereas the latter is set by mantle melting beneath mid-ocean ridges. These two different types of lithosphere may eventually converge because the growth of a thermal boundary layer could be limited by the thickness of chemical lithosphere (Fig. 1); e.g., when a thermal boundary layer becomes thicker than chemical lithosphere, eventual convective instability can remove the excess thickness (e.g., Korenaga and Jordan, 2002b). The term “asthenosphere” is complementary to lithosphere, i.e., generally referring to a weak layer beneath lithosphere, so the ambiguity in the definition of lithosphere propagates to that of asthenosphere. Such ambiguity is natural to exist because it reflects how well we understand the mechanical properties of the mantle; our understanding is not so complete even for the oceanic upper mantle. Note that the “depleted mantle lithosphere” above is not the same as the “depleted mantle.” The depleted mantle is a geochemical jargon referring to the mantle that is complementary to the continental crust (e.g., Hofmann, 1988); i.e., the depleted mantle is depleted in incompatible elements compared to the primitive mantle because of the extraction of continental crust from the latter, and it refers to the present-day convecting mantle. The depleted mantle lithosphere is even more depleted because of the extraction of oceanic crust from the depleted mantle. This distinction is not always correctly made in the literature, and the reader is referred to section 2.4 of Korenaga (2017b) for a more complete explanation.

2.1. Seafloor subsidence

The majority of seafloor topography appears to follow thermal isostasy (Turcotte and Schubert, 1982, section 4.23). With simple half-space cooling and constant material properties, the subsidence with respect to a zero-age seafloor, \( w \), is given by

\[
w = \frac{2\alpha \rho_w \Delta T}{\rho_m - \rho_w} \frac{\kappa}{\pi}
\]

(1)

where \( \alpha \) is thermal expansivity, \( \kappa \) is thermal diffusivity, \( \rho_m \) is mantle density, \( \rho_w \) is water density, and \( \Delta T \) is the difference between the surface temperature and the initial mantle temperature. Using \( \alpha = 3 \times 10^{-5} \text{ K}^{-1} \), \( \kappa = 10^{-6} \text{ m}^2 \text{ s}^{-1} \), \( \rho_m = 3300 \text{ kg m}^{-3} \), \( \rho_w = 1000 \text{ kg m}^{-3} \), and \( \Delta T = 1300 \text{ K} \), the above equation may be expressed as \( w \sim 355 \sqrt{t} \), where \( t \) is in Ma and \( w \) in meters; e.g., 100-Ma seafloor would be \( \sim 3.55 \text{ km} \) deeper than a mid-ocean ridge. However, explaining seafloor topography with this simplest kind of conductive cooling has at least two issues.

The first issue has long been known; actual seafloor depths start to

Fig. 1. Schematic drawing for the evolution of ‘normal’ oceanic upper mantle (i.e., excluding the influence of perturbations from below such as mantle plumes). Partial melting associated with the upwelling beneath mid-ocean ridges creates oceanic crust as well as depleted mantle lithosphere. Thermal lithosphere grows by cooling from the above, and it eventually becomes convectively unstable, leading to the onset of small-scale sublithospheric convection. Preexisting chemical heterogeneities in the convecting mantle are stretched by corner flow, and some of them melt when brought to sufficiently shallow depths. Small-scale convection can further promote the partial melting of asthenospheric materials, and the ponding of partial melt beneath old lithosphere can result in the formation of petit-spot volcanoes. The convecting mantle beneath older seafloor is slightly warmer owing to radiogenic heating and secular cooling. Thermal cracking gradually and pervasively hydrates oceanic lithosphere and also weakens it, with additional hydration brought by bending faults at subduction zones. All of these processes are discussed in this article. The illustration is not drawn to scale.
deviate from the half-space cooling model for ages greater than ~80 Ma (Fig. 2a). This deviation is known as “depth anomalies” or “seafloor flattening.” Instead of half-space cooling, therefore, the so-called plate model is usually used to describe the age-depth relation of seafloor (Parsons and Sclater, 1977; Stein and Stein, 1992). The plate model can reproduce seafloor flattening because of its artificial boundary condition at ~100 km depth, which prevents the growth of the top thermal boundary layer beyond this depth. The depth of the boundary and its temperature are adjusted to fit the observed age-depth relation. The plate model itself is purely a phenomenological model, but there have been attempts to justify it in a physically sensible manner by calling for the possible occurrence of small-scale convection (Fig. 1) (Parsons and McKenzie, 1978; Davaille and Jaupart, 1994; Dumoulin et al., 2001; Huang and Zhong, 2005).

The second issue has become evident relatively recently, and this is the younger part of seafloor (though it also concerns the older part indirectly). As noted above, the simple half-space cooling model yields the subsidence rate of ~355 m Ma$^{-1/2}$, and the subsidence of young (<80 Ma) seafloor had been thought to exhibit a similar rate (e.g., 350 m Ma$^{-1/2}$ by Davis and Lister (1974) and 345 m Ma$^{-1/2}$ by Carlson and Johnson (1994)). This apparent similarity between theory and observation turns out to be coincidental. The observed subsidence rate of young seafloor is likely to be ~320–330 m Ma$^{-1/2}$ if we exclude the regions affected by the emplacement of anomalous crust (Korenaga and Korenaga, 2008), whereas a more complete theoretical calculation of half-space cooling with variable material properties yields a subsidence rate of ~500 m Ma$^{-1/2}$ (Korenaga and Korenaga, 2010). Interestingly, this large gap between the observed and theoretical rates is also found to be consistent with the combined effects of various processes (other than conductive cooling) that should be operating within the oceanic mantle, including thermal cracking, radiogenic heat production, and secular cooling (Fig. 2b).

Thus, how the depth of seafloor varies with its age is affected not only by the growth of a thermal boundary layer, and a better understanding of the age-depth relation must come with a more complete understanding of the evolution of the oceanic mantle as a whole, ranging from lithospheric processes (thermal cracking), through asthenospheric processes (small-scale sublithospheric convection), to mantle-wide processes (radiogenic heating and secular cooling). As will be discussed later in this section, recognizing this challenge is important when building a reference evolution model that can fit observations and is physically sensible.

### 2.2. Seawater alteration

Surface heat flow measured at young seafloor (<60 Ma) is noticeably lower than predicted by the cooling models of oceanic lithosphere (e.g., Stein and Stein, 1994). As heat flow measurements are based on thermal conduction, this discrepancy in observed and predicted heat-flow values points to an important role of hydrothermal circulation in surface heat loss (Pollack et al., 1993; Jaupart and Mareschal, 2015). Hydrothermal circulation can also chemically alter the shallow part of oceanic lithosphere, and the extent of seawater alteration is important for several major issues in earth system science, such as the redox evolution of the atmosphere (Holland, 2002; Sleep, 2005; Kasting, 2013), global water cycle (Ito et al., 1983; Rücker et al., 2004; Magni et al., 2014), and the secular evolution of seawater $\delta^{18}O$ (Wallmann, 2001; Jaffres et al., 2007; Carmody et al., 2013). Despite this significance, it is still difficult to answer the following simple questions with confidence: how deeply seawater penetrates into oceanic lithosphere, and how much of the lithosphere is hydrated. The difficulty originates in the scarcity of decisive observational constraints and the immaturity of theoretical development.

Petrological and geochemical studies on ophiolites and contemporary oceanic crust can provide a cross-sectional view on the extent of seawater alteration (e.g., Gregory and Taylor, 1981; Alt et al., 1986; Bickle and Teagle, 1992; Dick et al., 2000), but most of ophiolites formed in supra-subduction settings (e.g., Miyashiro, 1973; Searle and Cox, 1999), and in situ sampling of oceanic crust by deep-sea drilling is still largely limited to upper-crustal sections (Gillis, 1995; Wilson et al., 2006). The most extensive lower-crustal sample obtained by drilling has been a 1.5-km-long section from ODP Hole 735B in the Southwest Indian Ridge (Dick et al., 2000), but the success of drilling owes much to this section being tectonically exposed, so its state of alteration may not be representative of alteration in a typical oceanic lower crust. In both ophiolites and oceanic crust, the degree of alteration decreases with depths, though the penetration of hydrothermal fluids down to the mantle is also indicated by oxygen isotope data from the Oman ophiolite (Gregory and Taylor, 1981; Stakes and Taylor, 1992). The application of ophiolite-based inference to oceanic crust, however,
The P-wave velocity of oceanic lower crust is known to be ~7 km s\(^{-1}\) (Miller, 2004) and ~9% (Christensen, 2004), respectively (Fig. 3). The rocks (~7.3 km s\(^{-1}\) (Christensen and Smewing, 1981)), which may be more altered than oceanic crust (Alt and Teagle, 2000). By 20% alteration, for example, the seismic velocities of gabbro (Korenaga, 2003); crack-like porosity can lower seismic velocity quite easily with a small amount of water involved (Fig. 3). The alteration of gabbroic rocks by 20% is equivalent to the water content of 0.35 wt%, and its effect on P-wave as well as S-wave velocities can be mimicked well by only 0.06% porosity (0.02 wt% of water) if the porosity is crack-like, i.e., its aspect ratio (the ratio of the shorter semi-axis over the longer semi-axis of an oblate spheroid) is very small. Strangely, such effect of crack-like porosity has been largely neglected in the literature. Some authors try to justify the interpretation of seismic velocity anomalies in terms of alteration, by stating that the presence of cracks should facilitate the alteration of surrounding rocks (e.g., Carlson, 2003; Ivandic et al., 2008), but large-scale cracks such as created by thermal cracking (Korenaga, 2007b) are inefficient to promote hydration because of the effect of confining pressure on water transport (Korenaga, 2017a). Canales et al. (2017) estimated the relation between P-wave velocity and water content based on the physical properties of drilled cores, but such an attempt would be valid only if large-scale cracks are absent.

A pair of P- and S-wave velocity models could potentially constrain the relative importance of alteration and crack-like porosity (e.g., GrevevEyer et al., 2018), but obtaining a reliable S-wave velocity model is difficult. This is because the identification of relevant S phases, such as Sg, SmS, and Sn, is often equivocal; they are all later phases, usually with low signal-to-noise ratios (see, for example, fig. C2 of Contreras-Reyes et al. (2008)). Measuring electrical resistivity, which is sensitive to the volume of pore fluid, may help validate purely seismological inference, but such a joint analysis of seismic and electromagnetic data is still in its infancy (Naif et al., 2015).

It may be possible to predict how deeply oceanic lithosphere can be fractured and thus altered by seawater on the basis of numerical modeling, but numerical studies on the brittle deformation of oceanic lithosphere usually focus on large-scale faulting (e.g., Buck et al., 2005; Olive et al., 2010), and the consideration of thermal cracking is rare (Korenaga, 2007b). Thermal cracking is likely to take a cascade structure (Lister, 1974), in which narrowly-spaced shallow cracks and widely-spaced deep cracks coexist, and the evolution of such a complex multi-scale crack system is yet to be studied quantitatively.

It is important to appreciate the limitation of currently available observations and numerical models. An instructive example may be drawn from the recent literature on the hydration state of subducting slab. When bent at subduction zones, oceanic plates are fractured by normal faulting, and this bending-related faulting is widely believed to hydrate the lithosphere down to the depth of ~20–30 km (e.g., Ranero et al., 2003). Being deeply faulted, however, does not guarantee deep hydration because of confining pressure; the buoyancy of water with respect to rocks acts to prevent the transport of water from faults into wall rocks. Though the modeling studies of Faccenda et al. (2009) and Dymkova and Gerya (2013) indicate that dynamic pressure associated with plate bending may be high enough to cancel confining pressure, such high dynamic pressure has been suggested to be at odds with a physical bound on the magnitude of dynamic pressure (Korenaga, 2017a). Also, relevant geophysical observations do not seem to be compelling enough to challenge this theoretical constraint (Korenaga, 2017a). When the possibility of crack-like porosity cannot be excluded, the interpretation of geophysical observations suffers from considerable nonuniqueness. Though it may not be widely appreciated (e.g.,

Fig. 3. (a) Effects of alteration (solid line with open circles) and crack porosity (red lines with crosses) on the seismic velocities of gabbro, after Korenaga (2017a). Numbers next to symbols denote the degree of alteration or porosity. For crack porosity, the cases of three different aspect ratios (10\(^{-1}\), 10\(^{-2}\), and 10\(^{-3}\)) are shown. Numbers in parentheses are equivalent water contents. Dotted lines connecting different aspect ratios (but with the same porosity) illustrate the effect of varying the aspect ratio. (b) Effects of serpentinitization and crack porosity on the seismic velocities of peridotite. For serpentinite, data for lizardite serpentinites are used here; this is appropriate when the mantle just below the normal oceanic crust is colder than 300 °C. For higher temperatures, antigorite forms instead, and its effect on seismic velocities follows the same trend of that for lizardite; the only difference is the corresponding degree of alteration, and a factor of ~2.5 should be multiplied to convert from lizardite values (e.g., \(V_p\) of ~6.6 km s\(^{-1}\) and \(V_s\) of ~3.6 km s\(^{-1}\) corresponds to 40% alteration in case of lizardite, but to 100% alteration in case of antigorite). See Korenaga (2017a) for further details.
2.3. Perturbations from within and below

As already discussed in Section 2.1, the first order feature of seafloor topography can be explained by simple half-space cooling, i.e., the conductive growth of thermal boundary layer. At the same time, the steady growth of the boundary layer can be disrupted, sometimes quite substantially, both from within and below. The former corresponds to small-scale convection, and the latter to the impingement of mantle plumes.

Oceanic lithosphere is gravitationally unstable because the shallower part is colder and thus denser than the deeper part. Because of temperature-dependent viscosity, however, the coldest and densest part is too stiff to participate in convective instability, and only the lower portion can potentially be destabilized. When the instability develops into small-scale convection depends on mantle rheology. In general, convection takes place more easily for lower viscosity, and small-scale convection can start beneath very young (~5 Ma) lithosphere if the viscosity of asthenosphere is as low as \(10^{17}\) Pa s (e.g., Buck and Parmentier, 1986). Such an early onset of convection was once suggested to be responsible for gravity lineaments observed on the young Pacific plate near the East Pacific Rise (Haxby and Weissel, 1986), but based on subsequent geophysical and geochemical surveys, those lineaments are now considered to have resulted from the presence of chemical heterogeneities with low melting temperatures in the asthenosphere (Harmon et al., 2011), which facilitates melt-buoyancy-driven upwelling (e.g., Tackley and Stevenson, 1993). The onset of small-scale convection, initiated by the destabilization of oceanic lithosphere itself, may be taking place beneath relatively mature (~70 Ma) seafloor, as suggested by some seismic tomography studies (e.g., Katzman et al., 1998; Ritzwoller et al., 2004). This timing happens to coincide with when seafloor subsidence deviates from the prediction of half-space cooling, lending some credibility to the small-scale convection origin of seafloor flattening (Parsons and McKenzie, 1978). Because of the strongly temperature-dependent viscosity of the mantle, however, most of the lithosphere is too strong to be mobilized, and lithospheric thinning by convective delamination is limited (e.g., Solomatov, 1995; Korenaga and Jordan, 2003, 2004). Thus, even if small-scale convection takes place, additional mechanisms such as radiogenic heating are needed to explain the observed amplitude of seafloor flattening (Huang and Zhong, 2005; Korenaga, 2015b).

Seafloor flattening by small-scale convection could take place on a global scale when certain conditions for such intrinsic instability are met, e.g., lithosphere has grown sufficiently thick. By contrast, the impingement of a mantle plume can affect lithospheric evolution on a more regional scale and independently of the state of lithosphere. As the upwelling of a mantle plume is generally accompanied with extensive melting, its impingement on oceanic lithosphere is commonly believed to result in the formation of hotspot islands or an oceanic plateau, both of which are characterized by anomalously thick igneous crust (e.g., Morgan, 1971; Richards et al., 1989; Coffin and Eldholm, 1994). The thickness of such anomalous crust and its chemical composition can help constrain the physical and chemical state of a putative mantle plume (e.g., Watts et al., 1985; Caress et al., 1995; Hauri, 1996; Sobolev et al., 2007; Richards et al., 2013), or more important, allows to assess the very assumption of a mantle plume (e.g., Sallares et al., 2005; Korenaga and Sager, 2012). In addition to crustal emplacement, the impact of a mantle plume could also result in the thermal erosion of lithosphere (Sleep, 1987; Ribe and Christensen, 1994) as well as the spreading of buoyant residual mantle (Phipps Morgan et al., 1995; Ribe and Christensen, 1999), contributing to broad seafloor shallowing around hotspot islands known as a hotspot swell. The amplitude of swell topography and its spatial extent are part of important constraints on the so-called plume buoyancy flux (Davies, 1988; Sleep, 1990; King and Adam, 2014), which can be related to core heat flux.

The impact of mantle plumes on the evolution of oceanic lithosphere can vary substantially because the nature of mantle plumes is diverse (e.g., Courtillot et al., 2003; Foulger et al., 2005). The original concept of mantle plume, as proposed by Morgan (1971), is based on the upwelling of purely thermal anomalies, but such a simple notion has been shown to be inadequate to explain observations from quite a few hotspot islands and oceanic plateaus. Perhaps the most prominent example is the Ontong Java Plateau, the largest oceanic plateau found on the present-day seafloor (Coffin and Eldholm, 1994). This plateau has >30-km-thick crust (Miura et al., 2004; Korenaga, 2011b) and is believed to have formed on young seafloor, so if it was formed by the impact of a purely thermal plume, it is expected to have formed at least 1 km above sea level (Korenaga, 2005b). However, the geological and geochemical analyses of drilled cores from the plateaus indicate that it was actually formed ~1 km below sea level (Michael, 1999; Mahoney et al., 2001; Roberge et al., 2005). The submarine eruption of Ontong Java Plateau thus exemplifies the difficulty in predicting the influence of a mantle plume on seafloor topography. Ontong Java Plateau may be a rare exception (other oceanic plateaus are much less explored), but it is by far the largest oceanic plateau, so this difficulty cannot be marginalized.

2.4. State of asthenosphere and its role in plate tectonics

As noted at the beginning of Section 2, asthenosphere is complementary to lithosphere, the former being mechanically weaker than the latter. From the perspective of conductive cooling, asthenosphere represents merely the uncooled portion of the suboceanic mantle, and this simple picture is mostly sufficient to explain the long-wavelength features of relevant geophysical observations, e.g., the presence of the low velocity zone as seen in surface-wave tomography models (e.g., Ritzwoller et al., 2004; Debayle and Ricard, 2012; Priestley and McKenzie, 2013). In general, seismic velocities decrease with higher temperature and increase with higher pressure, and the combination of these competing effects creates a velocity minimum in the asthenosphere (e.g., Stixrude and Lithgow-Bertelloni, 2005). However, finer structural details brought by body wave studies, such as the existence of the Gutenberg discontinuity and its magnitude (e.g., Kawakatsu et al., 2009; Rybchert and Shearer, 2011; Schmerr, 2012), cannot be explained in a similar way because temperature and pressure vary only smoothly. There are two major hypotheses for the origin of the sharp seismic discontinuity, one with partial melting and the other with water. The partial melting hypothesis has a long history (e.g., Anderson and Sammis, 1976; Ringwood, 1975). The amount of partial melt expected from the thermodynamics of peridotites is quite small (< 0.1 % (Hirschmann, 2010)), but it may be sufficient to explain the strength of the Gutenberg discontinuity if the melt geometry is horizontally elongated (Kawakatsu et al., 2009; Takei, 2017). The effect of water on seismic velocity could also be significant even with a trace amount of water (Karato, 2012), though the efficacy of the proposed mechanism, i.e., anelastic relaxation by elastically accommodated grain boundary sliding, is yet to be explored (e.g., Cline et al., 2018).

 Whereas the thermodynamics of a homogeneous peridotitic mantle predicts only a trace amount of partial melt (< 0.1 %) in the asthenosphere, a much larger amount of partial melt can exist if the mantle is chemically heterogeneous (Hirschmann, 2010). In fact, a chemically homogeneous mantle is too simple a concept to be realistic, and some degree of chemical heterogeneity is always expected from the operation of plate tectonics. In plate tectonics, the mantle is differentiated into oceanic crust and depletred mantle lithosphere by mid-ocean ridge magmatism, and these differentiated materials return to the mantle by subduction. Thus, plate tectonics constantly introduces chemical heterogeneities to the convecting mantle, and depending on the details of convective mixing (e.g., Olson et al., 1984; Manga, 1996; Ferrachat and...
Ricard, 1998), the fragments of subducted oceanic crust can persist as enriched heterogeneities, which can melt more easily than the surrounding peridotitic matrix (Yasuda et al., 1994). Local melt pockets originating in enriched chemical heterogeneities may be laterally elongated by shearing associated with mantle upwelling beneath mid-ocean ridges (Hirschmann, 2010) (Fig. 1), and such a melt geometry may explain the radial anisotropy of oceanic mantle (Kawakatsu et al., 2009) as well as the existence strong Po/So waves (suboceanic Pn/Sn phases) (Shito et al., 2013, 2015; Kennett et al., 2014). The presence of chemical heterogeneities should also manifest in the geochemistry of mid-ocean ridge basalts and ocean island basalts (e.g., Hirschmann and Stolper, 1996; Ito and Mahoney, 2005a, 2005b; Sobolev et al., 2007; Gale et al., 2014), so by combining seismological and geochemical observations, we may be able to draw some unambiguous inferences on the nature of chemical heterogeneities in the suboceanic mantle. Such a multidisciplinary investigation is important because a chemically heterogeneous mantle is not a particularly well-defined notion and is often seen as an ad hoc explanation.

Even in the absence of enriched chemical heterogeneities, it is still possible to expect a locally high melt fraction beneath a relatively mature oceanic lithosphere if one considers the dynamic nature of the suboceanic mantle (e.g., Raddick et al., 2002; Ballmer et al., 2007). The convective instability of a growing lithosphere would cause the upwelling of asthenospheric mantle and its partial melting, and by vertical migration, melt can pond beneath the lithosphere, possibly reaching the melt fraction of a few percent. Ponded melt would eventually be solidified by a growing lithosphere, but the quasi-continuous presence of ponded melt may be achieved by the cycle of lithospheric delamination. In fact, the presence of such melt-rich lithosphere-asthenosphere boundary appears to be required by the fluid mechanics of petit-spot formation (Yamamoto et al., 2014). Petit-spot volcanos are tiny seamounts formed off the fore-bulge of the downgoing oceanic plate (Hirano et al., 2006), and even though their observable volumes are very small, their eruption through a thick mature oceanic lithosphere demands a robust supply of melt. Given the possibly ubiquitous presence of petit spots (e.g., Hirano et al., 2008, 2013), the effect of small-scale convection on the distribution of partial melt in the asthenosphere warrants careful quantification.

Apparently, it is widely believed that the presence of a low-viscosity layer beneath lithosphere is essential for plate tectonics (e.g., Sifre et al., 2014; Stern et al., 2015; Chantel et al., 2016; Takeuchi et al., 2017), and because of this, the presence of partial melt in the asthenosphere is often discussed as if it could control the likelihood of plate tectonics. There is no geodynamical basis for this belief. Of course, the viscosity of lithosphere is much higher than that of asthenosphere, because the former is colder than the latter. It is thus technically correct to say that plate tectonics is characterized by the presence of a low-viscosity layer beneath strong plates, but such characterization is not useful and can be misleading. What is most important for the persistent, long-term operation of plate tectonics is that, despite strongly temperature-dependent viscosity, lithosphere can become sufficiently weak, at least locally, to bend and subduct (e.g., Bercovici et al., 2015). Without such weakening of lithosphere, the style of mantle convection would be fixed to stagnant lid convection (Solomatov, 1995), whether or not a low-viscosity layer exists. The overemphasis on the significance of a low-viscosity layer may originate in the earlier days of the plate tectonics revolution, in which plates were considered to float above the mantle and be driven by mantle convection (e.g., Isaacs et al., 1968; Forsyth and Uyeda, 1975). It could also stem from the work of Richards et al. (2001), whose numerical simulation indicates that the style of mantle convection is very sensitive to the presence of a low-viscosity layer (see their Fig. 4). Their conclusion, however, depends on their particular implementation of mantle rheology. As a number of other numerical studies demonstrate, it is the weakening of otherwise strong lithosphere, rather than the presence of a low-viscosity layer, that dictates the style of mantle convection (e.g., Stein et al., 2004; Landuyt et al., 2008; Stadler et al., 2010; Foley and Bercovici, 2014). Also, if the viscosity of asthenosphere is too low, it would actually prevent the long-term operation of plate tectonics, because convective stress would be too low to break lithosphere (Solomatov, 2004; Korenaga, 2010). The lithosphere-asthenosphere system is an interesting test bed for our theoretical understanding of Earth’s mantle, but it is also important to communicate its scientific merit correctly.

2.5. Reference evolution models and their significance

Observables related to oceanic lithosphere, such as seafloor depth, surface heat flow, and seismic velocity structure, are primarily a function of seafloor age, so it is natural to seek a reference evolution model, which can explain the first-order characteristics of the suboceanic mantle with simple physical principles. Such a reference model not only offers a concise summary of observables but also constrains the physical state such as thermal structure along with relevant material properties. The reference model also allows us to isolate deviations or anomalies, which can provide valuable constraints on dynamic processes that are distinct from large-scale mantle circulation.

Historically, there have been two approaches for how to define a reference model. One is to build a model based on the simplest physical assumption, i.e., the so-called half-space cooling (HSC) model (Turcotte and Oxburgh, 1967; Davis and Lister, 1974; Carlson and Johnson, 1994). However sensible this approach may seem, the HSC model does not adequately explain the behavior of old (> 80 My old) seafloor, as mentioned earlier in Section 2.1. The other approach is to devise a phenomenological model that can fit observations, and the so-called plate model is the most popular in this category (McKenzie, 1967; Parsons and Sclater, 1977; Stein and Stein, 1992). The major problem with this approach is that the model is constructed with a physically unrealistic boundary condition (constant temperature at a shallow (~100 km) depth). One may argue that such a boundary condition can be regarded as an approximation for physically plausible processes such as...
as small-scale convection (e.g., Parsons and McKenzie, 1978; Davaille and Jaupart, 1994; Huang and Zhong, 2005), but such an argument has been mostly qualitative. Whereas small-scale convection does help deviate from the prediction of the HSC model, thereby mimicking the behavior of the plate model, the thermal structure resulting from small-scale convection can be considerably different from that of the plate model (Fig. 4).

The popularity of the plate model is understandable. The HSC model predicts simply too deep seafloor for old seafloor; the difference from the observed depth reaches as much as ~1 km at the age of 140 Ma (Fig. 2). At the same time, we should recognize that the plate model suffers from its use of a physically unrealistic boundary condition. The plate model was originally proposed to explain the roughly constant surface heat flow at old seafloor (Langseth et al., 1966; McKenzie, 1967), and it is easy to explain this observation by imposing a constant temperature boundary condition at the depth of ~100 km. However, the influence of such a boundary condition is not limited to the structure of old oceanic mantle; the influence may seem more subtle at young lithosphere (Fig. 4), but it is actually substantial regarding seafloor subsidence (see Fig. 4c of Korenaga and Korenaga (2016)). This is problematic. For young seafloor, the HSC model has no shortcomings, and if we extend the model with the possibility of small-scale convection, it can explain old seafloor as well (Huang and Zhong, 2005; Korenaga, 2015b). In this case, the thermal structure of oceanic lithosphere simply follows the prediction of half-space cooling until it is disturbed by small-scale convection. If we use the plate model, on the other hand, its bottom boundary condition inadvertantly affects the thermal evolution of young lithosphere. In other words, the argument to justify this boundary condition as an approximation for the effect of small-scale convection (e.g., Parsons and McKenzie, 1978) suffers from a causality problem. Small-scale convection taking place beneath old lithosphere cannot affect the thermal evolution of younger lithosphere.

Geoid data are sensitive to depth-integrated mass anomalies, and weak geoid contrasts observed on young seafloor across the Mendocino fracture zone were once suggested to prefer the thermal structure predicted by the plate model over that by the HSC model (Richardson et al., 1995), but this argument has been shown to be based on the incorrect theoretical calculation of geoid anomalies (Cadio and Korenaga, 2012). On a more global scale, correlation between age and geoid slope was suggested to prefer the plate model (DeLaughter et al., 1999), but this argument is also tainted by the mishandling of theoretical calculations (Korenaga and Korenaga, 2008). In general, the HSC model and the plate model predict similar geoid signals to each other, and the difference between them is much smaller than other perturbations expected in the geoid (Hager, 1983). Surface wave tomography provides a more direct probe into the thermal structure of the suboceanic mantle, and a tomographic cross section stacked with respect to seafloor age commonly shows a continuous thickening of high velocity anomalies with age (Maggi et al., 2006; Debyale and Richard, 2012; Isse et al., 2019), which is more consistent with the HSC model than the plate model.

Thus, neither the (pure) HSC model nor the plate model is satisfactory; the former fails to account for the topography of old seafloor, whereas the latter is physically awkward. Even in the recent literature, however, it is still common to adopt the plate model despite its physical flaw because the HSC model cannot explain old seafloor (e.g., Goutorbe and Hillier, 2013; Hoggard et al., 2017; Richards et al., 2018). It is probably time to quit such a banal dualistic argument and proceed in a more physically sensible direction. What is necessary is the third kind of reference model, which includes all of ubiquitous physical processes, i.e., not only half-space cooling but also other intrinsic processes for the suboceanic mantle such as thermal cracking, internal heating, secular cooling, and possibly even small-scale convection (Fig. 1). According to preliminary attempts in this direction, it appears possible to build such a physics-based reference model that can fully account for the evolution of ‘normal’ oceanic lithosphere (Korenaga, 2015b; Korenaga and Korenaga, 2016).

The use of the qualifier ‘normal’ here is important; when constraining a reference model with observations, we should restrict ourselves to the part of suboceanic mantle that is devoid of perturbations from below (i.e., the impact of mantle plumes). Otherwise, we would not be able to quantify the influence of such perturbations accurately, and our understanding of normal suboceanic mantle would also be compromised. Traditionally, however, this issue tends to be handled arbitrarily. For example, Stein and Stein (1992) and Carlson and Johnson (1994) did not use any screening of seafloor when constructing their reference models. Some authors have tried to exclude seafloor presumably affected by mantle plumes, such as hotspot islands, seamounts, and oceanic plateaus, by visual inspection or similar semi-quantitative methods (Smith and Sandwell, 1997; Hillier and Watts, 2005). Others used more aggressive screening based on the distance from known hotspot tracks, e.g., >1000 km (Heestand and Crough, 1981) and >600 km (Schroeder, 1984), resulting in virtually no normal seafloor for ages greater than 80 Ma. Crosby et al. (2006) suggested that normal seafloor might be identified by near-zero gravity anomalies, but being in isostatic equilibrium does not necessarily mean being unaffected by perturbations from below; as an extreme case, consider Ontong Java Plateau, the majority of which is characterized by near-zero gravity anomalies (e.g., Coffin and Gahagan, 1995). If the variation of oceanic crust thickness were globally known, such information could be used to extract the normal part of seafloor, but the current knowledge is far from being complete (e.g., Winterbourne et al., 2014). Moreover, as noted Section 2.3, the impengment of a mantle plume would affect not only crustal thickness but also mantle lithospheric structure, so even a better understanding of global crustal structure is not sufficient. Given these considerations, there seems no better alternative, at the moment, than the spatial correlation approach (Korenaga and Korenaga, 2008) to define normal seafloor. This approach requires only seafloor topography and is based on the notion that the influence of the emplacement of hotspot islands and oceanic plateaus on the surrounding seafloor should decrease with increasing distance from those anomalous regions. The quantification of this simple notion using spatial correlation has suggested that the influence of anomalous crust emplacement is statistically significant only up to the distance of ~300 km (Korenaga and Korenaga, 2008).

The potential benefit of a new kind of physics-based reference model, calibrated to normal seafloor, is multifold. First, it will allow a more accurate interpretation of geophysical data collected over normal seafloor (e.g., Sarafian et al., 2015; Lin et al., 2016; Baba et al., 2017; Takeo et al., 2018). This aspect is particularly important in light of the proposed Pacific Array (Kawakatsu and Utada, 2017), an international effort to characterize the physical properties of the suboceanic mantle by global deployments of ocean-bottom seismometers and electromagnetometers. Second, it will help characterize anomalous regions with more confidence. Excess topography, for example, may indicate thicker-than-normal crust, thinner lithosphere, or the presence of thermally or chemically buoyant mantle below. As the plate model is tuned to fit the average behavior of old seafloor, a large fraction of old seafloor can be classified as ‘normal’ by definition, so the use of the plate model masks the potentially more anomalous nature of old seafloor. With a new reference model, it will be possible to better delineate how the evolution of oceanic lithosphere has been affected by perturbations from below. Lastly, unlike the purely phenomenological approach of the plate model, the physics-based approach can be extended to estimate the likely seafloor topography in the past. The shape of ocean basins is one of the most important components when quantifying the history of global water cycle and the emergence of dry landmasses (e.g., Korenaga et al., 2017). Developing a new reference model for the present-day suboceanic mantle can thus go a long way to become one of the pillars of the quantitative theory of Earth evolution.
3. Rheology of the oceanic upper mantle

The rheology of silicate rocks, i.e., how easily they deform under various conditions, is the most important unknown in mantle dynamics. The viscosity of mantle materials can vary over many orders of magnitude, but our current understanding does not allow us to prescribe how exactly it varies. In general, rocks become less viscous when heated up and more viscous when compressed. For olivine, which comprises ~60% of the upper mantle, we also know that olivine aggregates can deform by at least two different mechanisms, diffusion creep and dislocation creep; the former is sensitive to grain size, and the latter depends nonlinearly on stress. Deformation mechanisms are also known to be affected by chemical composition, and a trace amount of water can potentially reduce viscosity by a few orders of magnitude. However, when it comes to the details of such dependencies on temperature, pressure, grain size, stress, and composition, our understanding is still incomplete even for olivine, which is by far the best-studied mantle mineral. In this section, therefore, I review both experimental and observational constraints on upper mantle rheology. I will also discuss various numerical implementations of upper mantle rheology in the literature. Some implementations are more difficult to justify than others, and it is not uncommon to see questionable implementations even in widely-cited numerical studies. Understanding the rock-mechanical basis of common implementations helps us better evaluate the robustness of a certain suggestion based on numerical modeling. To make this section reasonably self-contained, I will start with some preliminaries of rock mechanics.

3.1. Preliminaries

When stains are large, rocks deform either in the brittle regime or in the ductile regime; the former is important under low temperatures and low pressures, and the latter under high temperatures and high pressures. In case of the oceanic upper mantle, both types of deformation are important. The brittle deformation regime sensu lato (i.e., including the brittle-ductile transition) is limited to relatively shallow depths, but it plays an important role in the strength of oceanic lithosphere, which is perhaps the most critical factor when discussing the plausibility of plate tectonics on terrestrial planets. The dynamics of the oceanic upper mantle influences that of the whole mantle. This is because the style of mantle convection is determined primarily by the nature of the top thermal boundary layer, i.e., whether oceanic lithosphere can subduct in case of Earth. Whether in the mode of plate tectonics or stagnant lid convection, how a terrestrial planet cools down boils down to the convective stability of the top thermal boundary layer, which determines surface heat flux. Thus, the rheology of the oceanic upper mantle holds a key to a variety of dynamical issues with a range of spatial and temporal scales.

The strength of rocks in the brittle deformation regime is often described in terms of yield strength as

\[ \sigma = \tau_0 + \mu P \]  

(2)

where \( \tau_0 \) is the cohesive strength, \( \mu \) is the friction coefficient, and \( P \) is pressure. The brittle strength of rocks depends on the size of intrinsic flaws, and larger samples would break more easily than smaller samples because the former can contain larger flaws (e.g., Jaeger and Cook, 1976; Paterson and Wong, 2005). The lowest possible brittle strength can be derived by considering pervasively fractured rocks, the strength of which is determined solely by frictional resistance along preexisting faults (e.g., Scholz, 2002). Eq. (2) represents such a lower bound on brittle strength. Laboratory experiments indicate that the friction coefficient is ~0.6–0.85 for a wide variety of lithologies and the cohesive strength is negligible (Byerlee, 1978). Note that Byerlee (1978) derived two empirical fits for his experimental data: (1) \( \tau_0 = 0 \) and \( \mu = 0.85 \) for data with confining pressures lower than 200 MPa, and (2) \( \tau_0 = 50 \text{ MPa} \) and \( \mu = 0.6 \) for data with greater pressures, but this does not mean that the cohesive strength can be as high as 50 MPa. The use of two empirical fits is to represent the variation of friction coefficient with confining pressure with simple straight line fit (Byerlee, 1978). The use of high cohesive strength (i.e., the depth-independent part of brittle strength) in the numerical simulation of mantle convection is common (e.g., Moresi and Solomatov, 1998; Richards et al., 2001; O'Neill et al., 2007; Nakagawa and Tackley, 2012), but it has no experimental support. As indicated by Eq. (2), brittle strength increases linearly with depth (or equivalently, pressure), and it becomes substantial even at moderate depths; with \( \mu = 0.8 \), for example, it reaches ~1 GPa at the depth of 30 km. It may be possible to regard the depth-independent brittle strength as an effective, depth-average brittle strength, but whether or not the brittle strength depends on depth turns out to be important for the style of mantle convection (e.g., Moresi and Solomatov, 1998) (see also Section 3.5).

When multiple deformation mechanisms are available, rocks deform predominantly by the mechanism that provides the lowest yield strength. Therefore, whereas the brittle strength continues to increase with depth, brittle deformation eventually becomes irrelevant when ductile deformation becomes more effective. Olivine is the key mineral for upper mantle rheology, because it is the most abundant and usually the weakest phase among upper mantle minerals (e.g., Karato and Wu, 1993). For the ductile deformation of olivine aggregates, the following four mechanisms have been suggested to be important: low-temperature plasticity, diffusion creep, dislocation creep, and dislocation-accommodated grain boundary sliding (GBS) (e.g., Goetze, 1978; Karato and Wu, 1993; Hirth and Kohlstedt, 2003). Ductile deformation is usually described by a flow law, and each of these mechanisms is described by a different form of flow law. Also, each mechanism is known to require two different flow laws, one for deformation under dry conditions and the other under wet conditions (e.g., Karato et al., 1986; Mei and Kohlstedt, 2000a, 2000b; Katayama and Karato, 2008; Ohuchi et al., 2015). Thus, fully describing the ductile deformation of olivine aggregates requires at least the following eight flow laws:

\[ \dot{\varepsilon}_{\text{ltp, dry}} = A_i \sigma^2 \exp \left( -\frac{E_i + P V_i}{RT} \left[ 1 - \left( \frac{\sigma}{\sigma_i} \right)^{p_2} \right]^{p_3} \right) \]  

(3)

\[ \dot{\varepsilon}_{\text{ltp, wet}} = A_i C_i^2 \sigma^2 \exp \left( -\frac{E_i + P V_i}{RT} \left[ 1 - \left( \frac{\sigma}{\sigma_i} \right)^{p_2} \right]^{p_3} \right) \]  

(4)

\[ \dot{\varepsilon}_{\text{diff, dry}} = A_i d^{-m_1} \sigma \exp \left( -\frac{E_i + P V_i}{RT} \right) \]  

(5)

\[ \dot{\varepsilon}_{\text{diff, wet}} = A_i C_i^{-m_2} \sigma^{-m_2} \exp \left( -\frac{E_i + P V_i}{RT} \right) \]  

(6)

\[ \dot{\varepsilon}_{\text{dis, dry}} = A_i \sigma^m \exp \left( -\frac{E_i + P V_i}{RT} \right) \]  

(7)

\[ \dot{\varepsilon}_{\text{dis, wet}} = A_i C_i^m \sigma^{-m} \exp \left( -\frac{E_i + P V_i}{RT} \right) \]  

(8)

\[ \dot{\varepsilon}_{\text{gbs, dry}} = A_i d^{-m_1} \sigma^{-m_1} \exp \left( -\frac{E_i + P V_i}{RT} \right) \]  

(9)

\[ \dot{\varepsilon}_{\text{gbs, wet}} = A_i C_i^{-m_2} \sigma^{-m_2} \exp \left( -\frac{E_i + P V_i}{RT} \right) \]  

(10)

where \( \varepsilon \) is strain rate (the subscript “ltp” for low-temperature plasticity, “diff” for diffusion creep, “dis” for dislocation creep, “gbs” for GBS, and “dry” and “wet” denote the absence and presence of water, respectively), \( \sigma \) is the second invariant of the deviatomic stress tensor, \( T \) is temperature, \( P \) is pressure, \( R \) is the universal gas constant, \( d \) is grain size, \( C_0 \) is water content, and \( A_i, E_i, V_i, \sigma_i, m_i, n_i, \) and \( r_i \) are, respectively, the pre-exponential factor, the activation energy, the activation volume, the Peierls stress, the grain-size exponent, the stress exponent, and the water-content exponent for the ith flow law (e.g., Karato,
The exponents $p_i$ and $q_i$ are constants with the range of $0 \leq p_i \leq 1$ and $1 \leq q_i \leq 2$ (e.g., Frost and Ashby, 1982). Thus, the flow-law parameters that have to be determined experimentally include: eight $A_i$'s, eight $E_i$'s, eight $V_i$'s, two $a_i$'s, two $p_i$'s, two $q_i$'s, four $m_i$'s, four $n_i$'s, and four $r_i$'s, amounting to 42 unknowns in total. As explained later (Section 3.3), many of these parameters are not well constrained, but in general, the ductile deformation is very sensitive to temperature, and at temperatures higher than $\sim 700^\circ$C, the mantle deforms predominantly in the ductile regime. Through activation volume $V_i$, ductile deformation also depends on pressure, but the effect of pressure is moderate under upper mantle pressures. Thus, brittle and ductile deformation mechanisms are contrasting in their temperature and pressure dependence; the former depends strongly on pressure but is largely insensitive to temperature, and the opposite is true for the latter.

Experimental studies also suggest the existence of the semi-brittle regime (Kohlstedt et al., 1995), but our understanding of this intermediate regime is limited. It is common to assume, based on laboratory observations, that this regime is initiated when plastic flow strength is about five times the frictional strength (called brittle-ductile transition (BDT)) and is terminated when the lithostatic pressure exceeds the flow strength (brittle-ductile transition (BDT)) and is terminated when the lithostatic pressure exceeds the flow strength (brittle-ductile transition (BDT)) (Kohlstedt and Mackwell, 2009; Mei et al., 2010). Without theoretical underpinning, it is difficult to evaluate the validity of such an empirical approach to lithospheric-scale problems. Future progress on the physics of brittle-ductile transition is much needed (e.g., Chester, 1995; Aharonov and Scholz, 2019).

### 3.2. Strength of oceanic lithosphere

The strength of oceanic lithosphere can be quantified by assessing the relative significance of these various deformation mechanisms as discussed above. For this purpose, a yield stress envelope is often used (Goetze and Evans, 1979; Kohlstedt et al., 1995). Yield stress or yield strength refers to the maximum differential stress that can be supported by the type of rocks under consideration (olivine aggregates in case of oceanic lithosphere), and the envelope shows how yield stress varies with depth (Fig. 5). For brittle deformation, Eq. (2) or its variant is used. For ductile deformation, a flow law is solved for stress by specifying other variables, such as pressure, temperature, and strain rate. Pressure is determined by depth, and by assuming a certain age for oceanic lithosphere, temperature can also be calculated as a function of depth (e.g., by using the half-space cooling model). For strain rate, the value of $10^{-15}$ s$^{-1}$ is typically used. This value, often referred to as "the geological strain rate," corresponds to a representative strain rate in geological processes including mantle convection. For example, shear rate of the whole mantle by plate motion at the rate of 0.1 cm yr$^{-1}$ (as in the case of the Pacific plate) and doubling crustal thickness within 30 Myr (as in the building of the Himalayas by the collision of the Indian subcontinent) are both characterized by the strain rate of $\sim 10^{-15}$ s$^{-1}$.

From the yield stress and the assumed strain rate, we can also calculate effective viscosity as

$$\eta_{eff} = \frac{\sigma_{yield}}{\varepsilon}. \quad (11)$$

For the geological strain rate of $10^{-15}$ s$^{-1}$, the yield stress of 100 MPa, for example, corresponds to the effective viscosity of 10$^{23}$ Pa s (Fig. 5b).

Fig. 5a shows a yield strength envelope for 60-Ma oceanic lithosphere (thick gray line). Using the logarithmic scale for yield strength (Fig. 5b) helps better understand the details of how such an envelope is constructed. First, as noted earlier, the brittle-ductile transition is defined where plastic flow strength is about five times the frictional strength (indicated by horizontal arrow in Fig. 5b); such a crossover takes place at $\sim 2$ GPa, which is out of the scope in a typical yield strength diagram (e.g., Fig. 5a). The brittle-ductile transition takes place where the lithostatic pressure exceeds the flow strength, and low-temperature plasticity plays a key role in both transitions, as it provides the lowest yield strength among plastic deformation mechanisms. For 60-Ma oceanic lithosphere, and with the chosen flow-law parameters for this example, low-temperature plasticity is taken over at $\sim 60$ km depth by dislocation creep, which in turn is taken over at $\sim 80$ km depth by diffusion creep. Here the yield strength takes the maximum of 800 MPa at $\sim 25$ km depth, and the substantial strength (100 MPa) is maintained up to $\sim 50$ km depth. It is well known, based on a number of numerical simulation studies (e.g., Moresi and Solomatov, 1998; Richards et al., 2001; Stein et al., 2004), that such high yield strength does not allow the operation of plate tectonics.

As plate tectonics is currently taking place on Earth, however, there must be some weakening mechanism(s) that can reduce the yield strength of oceanic lithosphere, at least locally. The so far proposed weakening mechanisms that are consistent with rock mechanics include grain-size reduction (e.g., Kameyama et al., 1997; Braun et al., 1999; Landuyt et al., 2008; Bercovici and Ricard, 2012) and thermal cracking (Korenaga, 2007b). The idea of grain-size reduction has been motivated by the common occurrence of fine-grained rocks called mylonites in plate boundaries (e.g., Kirby, 1985; Drury et al., 1991). One appealing aspect of grain-size reduction is that it could lead to strain localization by positive feedback; deformation through dynamic recrystallization reduces grain size, which promotes further deformation with grain-size-sensitive creep. This localization feedback is, however, usually considered to be limited because dynamic crystallization takes place when deformation takes place in the dislocation creep regime, whereas deformation is sensitive to grain size in the diffusion creep regime. That is, dynamic recrystallization cannot reduce grain size indefinitely because a system with too small grains would deform by diffusion creep, which does not cause dynamic recrystallization. Recent experimental and theoretical studies have delineated the details of how grain-size reduction proceeds by the interaction between dynamic recrystallization and phase mixing (e.g., Linckens et al., 2014; Cross and Skemer, 2017; Bercovici and Skemer, 2017), and because a considerable strain is required for such an interaction to become effective, the formation of fine-grained rocks is suggested to be a consequence, as opposed to the cause, of shear localization.

Even if grain-size reduction takes place quickly, however, its effect on lithospheric strength is still limited to the relatively warm part of oceanic lithosphere ($> 600^\circ$C), as can be seen by comparing Fig. 5b (reference yield strength envelope) and Fig. 5c (that with a grain size of 100 μm). Even with a grain size of 100 nm, the strongest part of the lithosphere ($< 400^\circ$C) is virtually unaffected. When the effect of grain-size reduction is considered in the numerical studies of mantle convection (e.g., Landuyt et al., 2008; Foley et al., 2014), this limited effect of grain-size reduction is usually relaxed by introducing additional assumptions on lithospheric strength (see Section 3.5).

Compared to grain-size reduction, thermal cracking is much less understood, though its possible role in large-scale lithospheric dynamics was already mentioned in the early 1970s (Turcotte and Oxburgh, 1973). Thermal cracking can happen when thermal stress, resulting from thermal contraction, exceeds material strength, and it can take place over a range of scales, from the grain scale, owing to the anisotropy of thermal expansion of constituent minerals (e.g., Simmons and Richter, 1976; Kranz, 1983), to the lithospheric scale, owing to the isotropic component of thermal expansion (e.g., Turcotte, 1974; Gans et al., 2003; Sandwell and Fialko, 2004). Whereas grain-scale microcracks are likely to be closed by lithostatic pressure at depths greater than a few kilometers (e.g., deMartin et al., 2004), large-scale thermal cracks can remain open even at greater depths with sufficiently high thermal stress (e.g., Lachenbruch, 1961). With a linear thermal expansivity of 10$^{-5}$ K$^{-1}$, a bulk modulus of 100 GPa, and a temperature drop of 1000 K, thermal stress can be on the order of 1 GPa. When applied to the cooling of oceanic lithosphere, theoretical calculations suggest that thermal cracking could result in a cascade crack system characterized by narrowly spaced shallow cracks and widely spaced deep cracks (Korenaga, 2007b). Thermal cracking in the presence of...
surface water leads to serpentinization of wall rocks, but as mentioned in Section 2.2, serpentinization is limited to shallow depths, trapping water in deep crack by sealing surface openings. Though the total volume of solids and water is reduced by serpentinization, the sealing of surface openings is still possible because serpentinization at shallow depths is a chemically open system, i.e., seawater can freely move in and out. Because such trapped water could reduce the effective friction coefficient, especially when tectonically compressed, thermal cracking can potentially remove the strongest part of lithosphere altogether (Korenaga, 2007b), lowering the maximum yield strength down to ~100 MPa (Fig. 5d).

The efficacy of thermal cracking is sometimes questioned because it does not crack lithosphere all the way (e.g., Bercovici et al., 2015), and indeed, the calculations of Korenaga (2007b) indicate that thermal cracking is effective only for temperatures below ~700 °C. Above ~700 °C, however, low-temperature plasticity happens to become the weakest deformation mechanism; i.e., thermal cracking is maximally effective in reducing lithospheric strength. This coincidence of thermal cracking and low-temperature plasticity occurs at all lithospheric ages; see Fig. 7 of Korenaga (2018) for the cases of 30 Ma and 100 Ma. Unlike grain-size reduction, thermal cracking is not associated with any shear-localizing feedback, and because of this, thermal cracking appears unpopular among those who regard such a feedback as the essential weakening mechanism (e.g., Bercovici et al., 2015). As thermal cracking directly creates the localized zones of weakness, however, such a feedback may not be essential.

Thus, the colder and warmer parts of oceanic lithosphere may be weakened by different mechanisms: thermal cracking for the former and grain-size reduction for the latter. This is still a tentative summary, because the yield strength envelopes shown in Fig. 5 are based on the combination of multiple deformation mechanisms, all of which suffer from substantial uncertainties. There are two clear tasks in front of us. One is to understand the current limitation of experimental constraints and explore new ways to improve them. The other is to test our understanding of experimental rock mechanics, which are necessarily based on deformation at microscopic scales, at lithospheric scales by some geophysical observations. A related issue is how to cope with the continuing uncertainties of mantle rheology when conducting geodynamical modeling. These issues will be discussed next in turn.

3.3. Experimental constraints

As described in Section 3.1, we need up to eight flow laws (Eqs. (3)-(10)) just to describe the ductile deformation of olivine aggregates, and these equations contain 42 unknown parameters in total. Most of these parameters are not well constrained owing to fundamental experimental limitations. First of all, typical strain rates achieved in deformation experiments are on the order of $10^{-15}$ s$^{-1}$, i.e., ten orders of
magnitude faster than the geological strain rate. The strain rate of $10^{-5}$ s$^{-1}$ is needed to conduct experiments on human timescales. Thus, using an experimentally-determined flow law always involves extrapolation over ten orders of magnitude, which underscores the importance of understanding how accurately the flow law is constrained; a seemingly small uncertainty in flow-law parameter could have a devastating effect when extrapolated to mantle conditions. To deform rocks at the strain rate of $10^{-5}$ s$^{-1}$, experiments are usually conducted at high temperatures and high stresses and with very small grain sizes, and it is difficult to deviate from this usual practice. For example, the range of temperature used for the deformation of olivine aggregates is typically from 1425 K to 1575 K (e.g., Karato et al., 1986; Mei and Kohlstedt, 2000a; Hansen et al., 2011); i.e., the activation energy, which measures temperature dependence, is constrained by the span of only 150 K. Higher temperatures would cause partial melting, and lower temperatures would lead to too small a strain rate to be measured. Also, a number of deformation experiments were conducted at low pressures (< 400 MPa, equivalent to ~12 km depth), because the accurate measurement of deviatoric stress becomes impossible at higher pressures with a typical gas-medium deformation apparatus. Recent technical development, combined with the use of synchrotron X-ray radiation, has allowed deformation experiments at much higher pressures (a few GPa) (Kawazoe et al., 2009; Durham et al., 2009), but deviatoric stresses in such high-pressure experiments are also very high (~1 GPa), being a few orders of magnitude greater than stresses associated with mantle convection.

In addition to these experimental limitations, there also exists an entirely different kind of difficulty when estimating flow laws from deformation data. Rock deformation under laboratory conditions is typically associated with multiple deformation mechanisms (Karato, 2010). When estimating flow-law parameters based on deformation data, therefore, we need to deconvolve different mechanisms at the same time. Estimating the parameters of multiple flow laws simultaneously is a highly nonlinear inverse problem, the proper treatment of which has become possible only in recent years (Korenaga and Karato, 2008). A series of recent reanalysis of well-known deformation experiments on olivine single crystals and aggregates have brought rather unsettling findings. First, the stress exponent of dislocation creep, which was considered to be tightly constrained at 3.5 (Bai et al., 1991), has been shown to be more variable, from ~2 to ~5 (Mullet et al., 2015). Second, the conventional way of estimating flow-law parameters from individual experimental runs is found to provide only marginally useful estimates (Jain et al., 2018). Most recently, a global inversion of published deformation data, i.e., a simultaneous inversion of multiple experimental runs with inter-run biases taken into account, has provided a set of flow-law parameters (Jain et al., 2019), many of which are noticeably different from previous compilations (Karato and Wu, 1993; Hirth and Kohlstedt, 2003). As Table 1 shows, the grain-size exponent is ~2 for diffusion creep as opposed to the frequently assumed value of 3, and the stress exponent for dislocation creep is ~4.5 under wet conditions. The activation energy for dry dislocation creep is lower than previous estimates by ~100 kJ mol$^{-1}$. Under dry conditions, the activation volume is not constrained by existing data, and even under wet conditions, it is only loosely constrained. There have been a large number of geodynamical studies that have adopted the flow-law parameters of either Karato and Wu (1993) or Hirth and Kohlstedt (2003) literally at face value, but the comparison of these two widely-cited compilations with the latest estimate by Jain et al. (2019) undermines the rock-mechanical basis of such studies.

Besides diffusion and dislocation creep, GBS has also been frequently discussed as an important rate-limiting deformation mechanism at high temperatures (Hirth and Kohlstedt, 2003; Faul and Jackson, 2007; Hansen et al., 2011; Ouchi et al., 2015). However, the aforementioned global inversion by Jain et al. (2019) suggests that GBS plays only a minor role even under laboratory conditions and that it becomes almost irrelevant under mantle conditions.

### Table 1

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Dry diffusion</strong></td>
<td>$A_1$</td>
<td>$10^{38}$</td>
<td>$10^{18}$</td>
<td>$10^{38.6} \pm 0.15$</td>
</tr>
<tr>
<td></td>
<td>$m_3$</td>
<td>3.5</td>
<td>3</td>
<td>2.11 $\pm 0.15$</td>
</tr>
<tr>
<td></td>
<td>$E_1$</td>
<td>375 $\pm 50$</td>
<td>370 $\pm 15$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$n_1$</td>
<td>6</td>
<td>2–10</td>
<td>$\sim$</td>
</tr>
<tr>
<td><strong>Wet diffusion</strong></td>
<td>$A_4$</td>
<td>$10^{1.15}$</td>
<td>$10^{1.0}$</td>
<td>$10^{1.14} \pm 0.47$</td>
</tr>
<tr>
<td></td>
<td>$m_4$</td>
<td>2.5</td>
<td>3</td>
<td>1.74 $\pm 0.12$</td>
</tr>
<tr>
<td></td>
<td>$r_1$</td>
<td>1</td>
<td>0.84 $\pm 0.26$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$E_4$</td>
<td>240</td>
<td>335 $\pm 75$</td>
<td>362 $\pm 60$</td>
</tr>
<tr>
<td></td>
<td>$n_4$</td>
<td>5</td>
<td>4</td>
<td>6.75 $\pm 13.23$</td>
</tr>
<tr>
<td><strong>Dry dislocation</strong></td>
<td>$A_5$</td>
<td>$10^{1.22}$</td>
<td>$10^{0.14}$</td>
<td>$10^{1.10} \pm 0.20$</td>
</tr>
<tr>
<td></td>
<td>$n_5$</td>
<td>3.5</td>
<td>$3.5 \pm 0.3$</td>
<td>$3.64 \pm 0.09$</td>
</tr>
<tr>
<td></td>
<td>$E_5$</td>
<td>540</td>
<td>530 $\pm 4$</td>
<td>$424 \pm 23$</td>
</tr>
<tr>
<td></td>
<td>$V_5$</td>
<td>15–25</td>
<td>$14-27$</td>
<td>$\sim$</td>
</tr>
<tr>
<td><strong>Wet dislocation</strong></td>
<td>$A_6$</td>
<td>$10^{1.0}$</td>
<td>$10^{0.95}$</td>
<td>$10^{0.47} \pm 0.83$</td>
</tr>
<tr>
<td></td>
<td>$n_6$</td>
<td>3.0</td>
<td>$3.5 \pm 0.3$</td>
<td>$4.45 \pm 0.32$</td>
</tr>
<tr>
<td></td>
<td>$E_6$</td>
<td>430</td>
<td>480 $\pm 40$</td>
<td>$425 \pm 190$</td>
</tr>
<tr>
<td></td>
<td>$V_6$</td>
<td>10–20</td>
<td>11</td>
<td>$27.96 \pm 8.13$</td>
</tr>
</tbody>
</table>

$E_r$ are in kJ mol$^{-1}$ and $V_r$ are in cm$^3$ mol$^{-1}$.

$^a$ Parameter naming follows Eqs. (3)-(10). The values of pre-exponential factors $A_r$ assume that grain size is given in microns, stress in MPa, and water content in ppm H$_2$O.

$^b$ Listed are model OL-DB$_r$ for dry diffusion and dislocation creep and model OL-WB, for wet diffusion and dislocation creep (see Jain et al. (2019) for parameter covariance).

Low-temperature plasticity, which controls the strength of the coldest part of lithosphere, has received a renewed interest in the last decade or so (e.g., Kawazoe et al., 2009; Mei et al., 2010; Long et al., 2011; Proietti et al., 2016; Kumamoto et al., 2017), and some of those recent studies suggest that low-temperature plasticity may lead to considerably weaker lithosphere than previously thought. Based on the numerical modeling of dislocation dynamics, Idrissi et al. (2016) have suggested the following flow-law parameters for Eq. (3): $A_1 = 1 \times 10^6$, $E_1 = 566 \text{ kJ mol}^{-1}$, $a_1 = 3.8 \text{ GPa}$, $p_1 = 1/2$, and $q_1 = 2$ (note: the $\sigma^2$ and $PV_1$ terms are not considered in their study), and this flow law predicts lithospheric yield strength considerably lower than indicated in Fig. 5. Subsequently, Kumamoto et al. (2017) suggested, given the possibility of the grain-size dependency of low-temperature plasticity, the flow law of Idrissi et al. (2016) is the best available for capturing the strength of coarse-grained mantle at low temperatures. However, this suggestion is debatable on several accounts. First, the grain-size dependence of low-temperature plasticity, as summarized by Fig. 4 of Kumamoto et al. (2017), does not explain the experimental data of Proietti et al. (2016), which is of the smallest grain size among the data compiled by them. Also, their suggested trend of grain-size dependence relies heavily on the data of Druiventak et al. (2011), which is of the largest grain size in the compilation, but as can be seen from Fig. 9 of Druiventak et al. (2011), almost all of their data fall on the trend defined by models of brittle failure (Byerlee’s law or Goetze criterion), showing nearly linear increase in strength with confining pressure. More important, the flow law of Idrissi et al. (2016) is in gross conflict with existing experimental data (Fig. 6). The deformation of coarse-grained (~900 μm) natural dunite samples at the stress of ~0.5 GPa and the temperatures of ~1500 K is on the order of $10^{-4} \text{ s}^{-1}$ (Chopra and Paterson, 1984), but the strain rate predicted by the flow law of Idrissi et al. (2016) is two orders of magnitude greater. In other words, their flow law is effective even at high temperatures. The deformation data of Chopra and Paterson (1984) fall almost completely in the regime of dislocation creep, so contributions from low-temperature plasticity must be negligible (i.e., with strain rate at least a few orders of magnitude lower). Therefore, whereas the low-temperature plasticity of olivine aggregates might depend on grain size, such dependency is
likely to be considerably weaker than suggested by Kumamoto et al. (2017). In fact, a more recent study by Hansen et al. (2019) shows a negligible effect of grain size on steady-state deformation in the regime of low-temperature plasticity; the effect of grain size appears to be limited to transient creep, which is beyond the scope of Eq. (3).

To understand the extent of experimental constraints on low-temperature plasticity, Jain et al. (2017) reanalyzed the high-pressure deformation data of Mei et al. (2010) with a comprehensive inverse approach, and they found that existing experimental data could not uniquely determine the exponents \( p_1 \) and \( q_1 \) in Eq. (3), and that the yield strength prediction based on low-temperature plasticity depends strongly on the assumed values for those exponents, with the choice of \( p_1 = q_1 = 1 \) giving the weakest lithosphere. This particular choice of exponents, however, corresponds to a case of discrete-obstacle control (Frost and Ashby, 1982), which is probably inappropriate for olivine; a material with strong chemical bonding usually has high Peierls stress, and in such a material, the intrinsic resistance of a dislocation against glide is likely to be more important. For this reason, the case of \( p_1 = 1 \) and \( q_1 = 2 \), which predicts the second weakest lithospheric strength (Jain et al., 2017), is adopted for the flow-law parameters of low-temperature plasticity in this paper (Fig. 5).

Thus, even though the rheology of olivine has been investigated more extensively than that of any other mantle minerals, the currently available experimental constraints suffer from substantial ambiguity. Needless to say, more experimental data will be necessary. At the same time, a rigorous statistical analysis of rock deformation data must become part of standard analysis in the experimental community. Bayesian inversion based on Markov chain Monte Carlo, which is the basis of the aforementioned reanalyses, is still time-consuming, but it would not be overwhelmingly so if we wish to maximize the scientific merit of future experimental work.

### 3.4. Observational constraints

On a global scale, the viscosity structure of Earth's mantle has long been estimated based mostly on postglacial rebound and the long-wavelength geoid (e.g., Hager, 1991; King, 1995; Kaufmann and Lambeck, 2000; Mitrovica and Forte, 2004; Rudolph et al., 2015). Such a global estimate is radially symmetric (i.e., suboceanic and subcontinental regions are averaged) and provides only a crude view of likely viscosity stratification, typically with the following three parts: strong lithosphere, weak asthenosphere, and more viscous lower mantle. Thus, more detailed information about the rheology of oceanic upper mantle, such as how yield strength varies within the lithosphere, must come from more regional approach.

Estimating viscosity from geophysical observations is generally difficult. The most straightforward way would be just to divide stress by strain rate if we can estimate both, but having both estimates is rare. As the mantle can flow only very slowly, a reasonably accurate estimate on strain rate requires a record of long-term deformation. A rare example is postglacial rebound, which is an isostatic adjustment of landmasses formerly depressed by ice sheets; it is about deformation over \( 10^4 \) years, and the driving stress for this deformation can be estimated from surface topographic variations. One caveat on postglacial-rebound based estimates is that the associated strain is on the order of \( 10^{-3} \), which is too small to achieve steady-state deformation. Laboratory experiments show that strains of \( ~0.01–0.1 \) are necessary to achieve steady-state deformation (e.g., Karato et al., 1986; Hansen et al., 2019). Postglacial rebound data are thus useful to constrain transient creep, not steady-state creep (Karato, 1998). It is always important to understand what kind of rheology is relevant to a given geophysical observation.

These difficulties, i.e., identifying appropriate observations, ideally with long-term deformation, and interpreting them with proper rheological models, persist when estimating the rheology of oceanic upper mantle. For the rheology of oceanic lithosphere, lithospheric flexure due to seamount loading is promising as it reflects deformation over \( 10^3–10^4 \) years (Watts, 2001). Early interpretations of seamount loading history were made in the framework of temperature-dependent Newtonian viscosity (similar to Eq. (5)); Courtney and Beaumont (1983) suggested the activation energy of \( 170–250 \text{ kJ mol}^{-1} \) with the asthenospheric viscosity of \( 10^{19}–10^{20} \text{ Pa s} \), and Watts and Zhong (2000) concluded similarly. Lithospheric flexure, however, involves multiple deformation mechanisms (Goetze and Evans, 1979; see also Fig. 5), the collective behavior of which may not be approximated well by temperature-dependent viscosity. More recently, Zhong and Watts (2013) investigated lithospheric deformation by the loading of the Hawaiian Islands, using finite-element modeling incorporating Byerlee’s law, low-temperature plasticity, and high-temperature creep, and they suggested that laboratory-based flow laws for low-temperature plasticity predict too strong lithosphere to be compatible with observations. This may be consistent with the possibility of thermal cracking reducing the lithospheric strength (compare Fig. 5b and d).

For the rheology of the warmer part of oceanic upper mantle, inferences based on convective instability are common. For example, based on the notable thinning of oceanic lithosphere at \(~70\text{ Ma}\) in their seismic tomographic model, Ritzwoller et al. (2004) suggested the asthenospheric viscosity of \( 4\times10^{18} \text{ Pa s} \) with the activation energy of \( 120 \text{ kJ mol}^{-1} \). The lithospheric thinning of such extent is, however, not seen in later tomographic models (e.g., Maggi et al., 2006; Debayle and Ricard, 2012; Isse et al., 2019). As discussed in Section 2.3, the onset of small-scale convection at \(~70\text{ Ma}\) seems to be consistent with the record of seafloor subsidence, but the amplitude of seafloor flattening alone does not uniquely constrain asthenospheric viscosity and activation energy (Korenaga, 2015b).

Besides old seafloor, beneath which thick lithosphere can become convectively unstable, a fracture zone is another locus for lithospheric instability because substantial lateral temperature variations across a fracture zone can facilitate the onset of small-scale convection (Huang et al., 2003). Cadir and Korenaga (2014) developed a new geoid inversion scheme to constrain density anomalies in the shallow mantle, and based on its application to geoid anomalies around major fracture
zones in the Pacific, Cadio and Korenaga (2016) identified numerous small-scale density anomalies, which require temperature contrast of ~300 K. If such anomalies result from the convective delamination of oceanic lithosphere, the scaling of Solomatov and Moresi (2000) indicates that the activation energy of temperature-dependent viscosity has to be as low as 100 kJ mol\(^{-1}\) for the case of diffusion creep and 225 kJ mol\(^{-1}\) for dislocation creep (assuming the stress exponent of 3.5), both of which are considerably lower than laboratory-based estimates (Table 1). At the moment, the cause of this discrepancy remains unclear.

Another type of dynamics-related inference is based on interpreting heat flow at old ocean floor using the scaling law derived for steady-state sublithospheric convection (Davaille and Jaupart, 1994; Doin et al., 1997; Dumoulin et al., 1999; Solomatov and Moresi, 2000), providing estimates on asthenospheric viscosity in the range of \(10^{18}\)–\(10^{19}\) Pa s. Even if small-scale sublithospheric convection takes place, it is not clear whether such convection has reached a steady state beneath old seafloor (Korenaga and Jordan, 2002a). A scaling derived by Korenaga (2009) suggests that the time scale to achieve steady-state convection is \(-8 \pm 2\) times greater than the onset time of convection, so if small-scale convection initiates at 70-Ma seafloor, then it would take another \(-300\)–600 Myr to reach a steady state.

Other estimates on the viscosity of suboceanic mantle are not directly related to steady-state creep. For example, by applying the Maxwell frequency scaling of McCarthy et al. (2011) to the seismic tomographic models of the Pacific upper mantle, Priestley and McKenzie (2013) estimated the activation energy of \(-400\) kJ mol\(^{-1}\) and the activation volume of \(-8\) cm\(^3\) mol\(^{-1}\). These estimates are comparable with laboratory-based estimates (Table 1), but with these temperature and pressure dependence, their estimate of reference viscosity (2 \(\times 10^{22}\) Pa s, defined at 1473 K and 1.5 GPa) is equivalent to the asthenospheric viscosity of \(-6 \times 10^{21}\) Pa s (when evaluated at 200 km depth). This inference relies on the assumption that the scaling of McCarthy et al. (2011) is valid for all relevant frequencies, which has been questioned by subsequent experiments (Takei et al., 2014; Yamamoto and Takei, 2016). Also, microscopic processes responsible for anelasticity (and thus seismic velocity) and those for long-term creep could be different (Karato et al., 2015).

In recent years, a growing number of viscosity estimates have been published for the suboceanic mantle, based on the analyses of post-seismic deformation data (e.g., Panet et al., 2010; Masuti et al., 2016; Freed et al., 2017; Agata et al., 2019). However, extracting constraints on steady-state creep from postseismic deformation is a challenging problem because transient creep is also thought to play an important role (e.g., Pollitz, 2003; Freed et al., 2010). The analysis of postseismic deformation is often conducted with the assumption that steady-state creep is well understood (e.g., Freed et al., 2012; Masuti et al., 2016), but as explained in the previous section, most of steady-state flow-law parameters are still poorly constrained by laboratory experiments. Also, the flow law of transient creep itself is still a matter of debate, and existing viscosity estimates from postseismic deformation all depend on the assumed form of mantle rheology, which varies among different studies. Nevertheless, utilizing postseismic deformation is a promising direction given the prospects for the quantity and quality of future data.

Returning to the rheology of oceanic lithosphere, different weakening mechanisms predict different structural consequences, which may be tested against observations. For example, the grain-size reduction hypothesis, when applied to growing oceanic lithosphere, predicts a grain size of 1 \(\mu\)m throughout a mature oceanic lithosphere if stress associated with asthenospheric drag is as high as 50 MPa (Mulyukova and Bercovici, 2018). Mantle xenoliths offer the most direct way to observe grain size, but most of mantle xenoliths are from continental lithosphere. Rare mantle xenoliths, derived from ~140-Ma oceanic lithosphere through petal-spot volcanism, exhibit a grain size of ~1 mm (Yamamoto et al., 2014, see Supplementary Information); the absence of grain-size reduction is actually consistent with the stress level expected for the asthenosphere, which is on the order of only 0.1 MPa (Chu and Korenaga, 2012). The thermal cracking hypothesis predicts that the oceanic lithosphere is pervasively fractured by a cascade crack system, down to the isotherm of ~700 °C (Korenaga, 2007b). In principle, such a structure can be tested by combining lithospheric-scale active-source seismic imaging (e.g., Lazzarrale et al., 2004) with high-resolution magnetotelluric imaging. Also, hydration associated with thermal cracking should reduce the “effective” thermal expansivity of oceanic lithosphere (Korenaga, 2007a), which seems to be consistent with the seafloor subsidence data (Korenaga and Korenaga, 2008, 2016).

The efforts to constrain the rheology of the oceanic upper mantle are thus quite diverse and still in a state of flux. There is also a new inverse approach to estimate flow-law parameters relevant to lithospheric dynamics by running a massive number of regional-scale convection models (Baumann et al., 2014; Baumann and Kaus, 2015). In addition to this, promising directions to explore further include lithospheric flexure by seaamount loading, convective instabilities beneath old seafloor or around fracture zones, and postseismic deformation. To properly interpret pertinent observations in terms of mantle rheology, we need to improve our theoretical understanding in each of these areas. For example, to understand the dynamical origin of small-scale mantle density anomalies found beneath fracture zones, it is not sufficient to study how convective instability develops beneath a fracture zone using simple, Newtonian temperature-dependent rheology. This is because the development of convective instability is expected to invoke multiple deformation mechanisms; the incipient growth of instabilities is likely to take place in the diffusion creep regime, but dislocation creep can also be triggered as the instability continues to raise the stress level. The investigation of convective instability with such a composite rheology is yet to be done with a proper understanding of the uncertainties associated with relevant flow-law parameters (Section 3.3), even for the simplest case of half-space cooling, let alone the case of horizontally-varying thermal structure expected beneath fracture zones.

3.5. Implementation in numerical simulations

Regarding the implementation of mantle rheology, numerical simulation studies on mantle dynamics may be classified into two categories: (1) those which aim to incorporate as many realistic complications as possible, and (2) those which aim to use the simplest possible form of rheology for a given problem. Perhaps the most familiar example of the first category is those associated with seismic anisotropy (e.g., Kneller et al., 2005; Blackman, 2007; Hedjazian et al., 2017). In order to compare with seismological observations, we put in what is known about mineral physics and geodynamics as much as possible, and try to infer flow patterns from observed seismic anisotropy. Dislocation creep responsible for the generation of seismic anisotropy takes place only when deviatoric stress exceeds some critical value, below which diffusion creep predominates, and this critical stress is known to depend on temperature, pressure, grain size, water content, and melt fraction. Thus, connecting mantle flow and seismic anisotropy requires modeling with composite rheology, which deals with this delicate competition between different creep mechanisms. Clearly, a careful treatment of flow-law uncertainty is required in this type of modeling if one wants to evaluate the reliability of geodynamical predictions. In the second category, on the other hand, we treat mantle rheology as free parameters. One classic example is the scaling law for stagnant lid convection (e.g., Grasset and Parmentier, 1998; Dumoulin et al., 1999; Solomatov and Moresi, 2000), which quantifies the efficiency of heat transport of thermal convection when viscosity depends strongly on temperature. To address this kind of question, we usually run a series of models by systematically varying rheological parameters such as activation energy and reference viscosity. We then seek a scaling law that can capture the overall behavior of the system under consideration. Because we need to explore the parameter space systematically and
extensively, the form of rheology must be simple for this approach to succeed.

These two types of approach can also be seen for the numerical simulation of plate tectonics. Studies of the first type can be quite complex (e.g., Sizova et al., 2010; Gerya et al., 2015), to the extent that the uncertainty of mantle rheology, which is significant on its own (Section 3.3), is dwarfed by other possible sources of uncertainty. For models with realistic complications, testing for every source of uncertainty is impractical, and it may not be necessary to begin with if the purpose of modeling is just to provide some stimulating ideas. But when we do decide to investigate the impact of uncertainty on modeling results, the uncertainty under consideration has to be treated properly. Alisic et al. (2012), for example, conducted an impressive set of global plate tectonics simulations with realistic mantle rheology, to investigate the relation between rheology and surface observables, and they found that modeling results are highly sensitive to the stress exponent of dislocation creep. Their exploration of flow-law parameters, however, is inconsistent with how flow-law parameters are constrained by laboratory experiments. They changed the stress exponent independently from other flow-law parameters, and the lack of parameter correlation in their analysis undermines the claimed sensitivity of stress exponent (Mullet et al., 2015).

The second approach, with simplified rheology, is common when investigating the style of mantle convection, e.g., under what conditions plate tectonics can take place. With strongly temperature-dependent viscosity, thermal convection is known to be in the mode of stagnant lid convection (Solomatov, 1995), and by adding a weakening mechanism, which usually has simple parameterization, it is possible to escape from the stagnant lid regime. The purpose of this type of research is to understand the dependence of the style of mantle convection on the temperature dependency of viscosity, reference viscosity, and additional parameters that characterize a given weakening mechanism. As this is directly related to one of the questions that this review paper tries to address ("Why does plate tectonics take place on Earth?"). The details of relevant numerical implementations are explained in the following. The strength of the top thermal boundary layer is what matters here, so the key is how to approximate upper-mantle rheology. In this regard, it is important to understand that a certain kind of approximation is meaningful under only some specific contexts. That is, even if some particular approximation is adopted in a well-received study, it does not necessarily mean that the approximation remains appropriate in other situations. The following exposition thus focuses not only on typical numerical implementations of upper-mantle rheology, but also on their footing on rock mechanics as well as their valid range of application.

To capture the strongly temperature-dependent nature of mantle rheology, the following form of viscosity is often used:

$$\eta(T) = \eta_0 \exp \left( \frac{E}{R T} - \frac{E}{R T_0} \right)$$  \hspace{1cm} (12)

where \(\eta_0\) is reference viscosity defined at \(T_0\). This is Newtonian viscosity (i.e., viscosity does not depend on stress) with the Arrhenius form of temperature dependence, corresponding to diffusion creep. Compared with Eqs. (5) or (6), dependence on other than temperature is neglected for simplicity. The lack of grain-size dependence is usually acceptable, because we have little understanding of grain-size variations in the mantle. The omission of pressure dependence is also acceptable because the typical range of activation volume (i.e., on the order of 10 cm\(^3\) mol\(^{-1}\)) does not lead to a substantial viscosity increase in the upper mantle. Given the various uncertainties associated with the eight flow laws for olivine aggregates (Eqs. (3)-(10)), using Eq. (12) is generally justifiable except, of course, when we want to study the competition between those flow laws, e.g., under what conditions dislocation creep dominates over diffusion creep. Eq. (12) may even serve as a rough substitute for non-Newtonian viscosity if the activation energy is scaled down properly with the stress exponent (Christensen, 1984).

When the range of temperature variations within the mantle is given by \(\Delta T\) and the surface temperature is denoted by \(T_s\), the absolute temperature of the mantle varies from \(T_s\) to \(T_s + \Delta T\). Then, the non-dimensional form of Eq. (12) may be expressed as

$$\eta^*(T^*) = \exp \left( \frac{E^*}{T^* + T_s^*} - \frac{E^*}{1 + T_s^*} \right)$$  \hspace{1cm} (13)

where \(\eta^*\) is normalized by reference viscosity defined at \(T_s, \Delta T, E^*\) is normalized activation energy given by \(E/R\Delta T\). \(T^*\) is normalized temperature varying from 0 to 1, and \(T_s^*\) corresponds to \(T_s/\Delta T\). Eq. (13) may further be approximated as

$$\eta^*(T^*) = \eta_0 \exp[\theta(1 - T^*)]$$  \hspace{1cm} (14)

where \(\theta\) is the Frank-Kamenetskii parameter defined as

$$\theta = \frac{E^*}{(1 + T_s^*)^{1/2}} = \frac{E\Delta T}{R(T_s + \Delta T)^{3/2}}$$  \hspace{1cm} (15)

This is a linear-exponential approximation of Eq. (13), having the same temperature dependence as the original Arrhenius form at \(T^* = 1\) (Fig. 7a).

It is common to weaken temperature-dependent viscosity by combining with nonlinear effective viscosity corresponding to plastic deformation as (Mostef and Solomatov, 1998):
\[ \eta^* = \left( \frac{1}{\eta^*_y(T^*)} + \frac{1}{\eta_y^0} \right)^{-1} \]

where \( \eta_y^* \) is defined as
\[ \eta_y^* = \frac{\epsilon^*}{\epsilon_0^*} \]

This is the so-called pseudoplastic rheology. Here \( \epsilon^* \) is nondimensional yield stress, and \( \epsilon_0^* \) is the second invariant of the nondimensional strain rate tensor. The effective viscosity \( \eta_y^* \) is determined such that stress does not exceed the given yield stress. The use of harmonic mean in Eq. (16) ensures that the lower of these two viscosities controls the rate of deformation. As may be seen from Fig. 5, imposing the yield strength of 100 MPa, which is a common choice in a number of numerical studies with this pseudoplastic viscosity, is equivalent to using the effective viscosity of \( 10^{23} \) Pa s with the geological strain rate.

A few examples of purely temperature-dependent viscosity are shown in Fig. 7a. The Arrhenius form of temperature dependence is super-exponential, and with the activation energy of 300 kJ mol\(^{-1}\), viscosity changes by \( \sim 47 \) orders of magnitude for the temperature range expected for lithosphere (Fig. 7a, solid). Its linear exponential approximation is characterized by the Frank-Kamenetskii parameter of 18.5, and the total viscosity contrast is limited to just eight orders of magnitude (Fig. 7a, dashed). The linear exponential approximation is perfectly adequate when modeling stagnant lid convection or small-scale convection, because only the warm part of the lithosphere (with a temperature difference of \( \Delta T/\theta \), which is \( \sim 175 \) K in this example; (Solomatov and Moret, 2000)) is mobile enough to participate in convection; the exact strength of the colder part becomes unimportant in such a context. However, when discussing which weakening mechanism is most important for the operation of plate tectonics, simulating realistic temperature-dependent viscosity (i.e., using the Arrhenius form of temperature dependence) becomes important. It would be difficult to test the efficacy of a certain weakening mechanism if the lithosphere to be weakened does not have a realistic strength. Nevertheless, this point tends to be overlooked in numerical studies that attempt to simulate plate tectonics, even when the main goal of study is to discuss conditions for plate tectonics. For example, the convection models of O’Neill and his colleagues (e.g., O’Neill et al., 2007; O’Neill et al., 2016) employ the Frank-Kamenetskii parameter of \( \sim 11 \) (Fig. 7a, red). Though such a value is sufficient to simulate stagnant lid convection in the absence of any weakening mechanism, it makes the model lithosphere considerably more sensitive to additional weakening than the real lithosphere; combined with the effective viscosity of \( 10^{23} \) Pa s (i.e., the yield strength of 100 MPa), the stiff core of the lithosphere practically vanishes (Fig. 7b, red). Another problematic approach is to use the Arrhenius form with a realistic activation energy but with a high surface temperature (e.g., 1000 K) (e.g., Nakagawa and Tackley, 2005, 2012). Even if the activation energy is realistically high (e.g., 300 kJ mol\(^{-1}\)), the use of high surface temperature makes the temperature dependence of viscosity unrealistically low (Fig. 7a,b, blue).

Using this pretended Arrhenius rheology is similar to using too low a value for the Frank-Kamenetskii parameter, and both of these approaches are troublesome in another aspect. The temperature dependence of viscosity dictates the nature of small-scale convection by determining how much of the lithosphere can be delaminated, and the lower the Frank-Kamenetskii parameter is, the greater the amount of delaminated lithosphere becomes. Small-scale convection is important for the onset of subduction (Solomatov, 2004). Therefore, using an unrealistically low value for the Frank-Kamenetskii parameter is problematic in two ways: (1) it makes the whole lithosphere so weak that even an ineffective weakening mechanism could appear to be effective, and (2) it makes small-scale convection unrealistically strong, again, helping to validate ineffective weakening mechanisms.

Also, the use of constant yield strength, as shown in Fig. 7b, is fairly common in previous studies, but as noted in Section 3.1, it is equivalent to assuming a very high cohesive strength with zero friction coefficient. While we may regard this as the depth-averaged brittle strength, the style of mantle convection is sensitive to whether the brittle strength is depth-dependent or not; the so-called intermittent plate tectonics regime appears to require that the yield strength is depth-independent (Moresi and Solomatov, 1998). If the strength of lithosphere is reduced by the effect of high pore fluid pressure on friction, as assumed in the thermal cracking hypothesis (Fig. 5d), such a convection regime is unlikely because the brittle strength depends on depth and has a negligible cohesive strength.

Simulating plate tectonics with grain-size reduction has a rock-mechanical basis, but as discussed in Section 3.2 and shown in Fig. 5c, grain-size reduction by itself does not weaken lithosphere sufficiently. Although this seems to conflict with what is suggested by existing numerical studies (e.g., Foley et al., 2014; Foley, 2018), there is no real contradiction. We can derive an assumed scaling law for grain size from other scaling laws given in Foley and Bercovici (2014) and Foley et al. (2014), and the grain size required by their theory for the present-day plate tectonics can be shown to be as small as \( \sim 50 \) nm. Also, they exclude the top 20 km of oceanic lithosphere from consideration because brittle deformation is beyond the scope of their theory. Grain-size reduction is expected to play an important role in the operation of plate tectonics, as it allows lithosphere to have the memory of localized weakness and maintain long-lived plate boundaries (e.g., Bercovici and Ricard, 2014), but it probably needs to be combined with other weakening mechanisms to make the entire lithosphere deformable.

Rheology is the most important element in mantle dynamics, and given its considerable uncertainty, setting up a meaningful numerical model presents a challenge, if we wish to obtain modeling results that are robust even with rheological uncertainties taken into account. For a model full of realistic complications, we would not be able to test all possible uncertainties. However, if we just want to demonstrate, for example, that the uncertainty of mantle rheology is not important for certain modeling results, it may suffice to conduct a few additional runs in which some end-member mantle rheology (e.g., very high and very low viscosities) is used. For a model with simplified rheology, choosing a proper parameterization for a given problem is of central importance, and it is hoped that a collection of caveats presented in this section will be useful for future modeling studies on the style of mantle convection or the conditions of plate tectonics.

4. Some outstanding questions: a status report

With these preparations, now I return to the three questions raised in the introduction section.

4.1. Why does plate tectonics take place on earth?

The question of why plate tectonics takes place on Earth is closely connected to the question of when and how plate tectonics began on Earth, which has also attracted a variety of ideas, such as the spreading of weak continental lithosphere (Rey et al., 2014), the impingement of a plume head (Gerya et al., 2015), and lithospheric damage by bolide impacts (O’Neill et al., 2017). These hypotheses require particular situations that are only attainable in the early Earth. Also, in these numerical studies, the lithosphere is weakened differently, and it is worth examining whether each of these different implementations can be justified. For example, Rey et al. (2014) used the cohesion strength of 40 MPa and the reference friction coefficient of 0.268, and the friction coefficient is lowered (down to 0.01) as strain accumulated. As noted in Section 3.1, compared to laboratory measurements, the cohesion strength is too high, and the friction coefficient is too low unless some additional mechanism is assumed. Also, no justification is given for why the friction coefficient can be reduced to such a low value by mere deformation. Likewise, the efficacy of melt-induced weakening devised
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4.2. Can we predict surface topography from first principles?

The surface of Earth is varied with continents and ocean basins, and it would be impractical to theoretically predict such complex features, many details of which have been shaped by historical accidents. Characterizing the statistical nature of large-scale surface topography may be less prohibitive, but even if we limit ourselves to ocean basins, the task is far from being trivial.

The most straightforward part is the normal seafloor unaffected by the emplacement of hotspot islands and oceanic plateaus, because its topography is mostly controlled by subsidence after its creation at mid-ocean ridges. To characterize the overall topography of such a normal part of seafloor, however, we need to know plate velocity as well as the size distribution of oceanic plates. It is possible to predict average plate velocity from mantle potential temperature (e.g., Christensen, 1985; Korenaga, 2010), but a scaling law for plate size distribution is not yet available. The current lack of such a scaling law is understandable because the size distribution, i.e., the planform of mantle convection with plate tectonics, is expected to depend on the weakening mechanism of oceanic lithosphere. Based on the subductability of oceanic lithosphere, the size distribution is estimated to have been largely constant at least back to ~3 Ga (Korenaga, 2006), but this is merely an empirical constraint. Furthermore, the details of seafloor subsidence depends not only on the material properties that affect thermal contraction, i.e., thermal expansivity, thermal conductivity, specific heat, and density (Turcotte and Oxburgh, 1967; Davis and Lister, 1974), and those that control small-scale convection such as temperature- and depth-dependent viscosity (Davaille and Jaupart, 1994; Korenaga and Jordan, 2002b), but also on thermal cracking, radiogenic heat production, and the secular cooling of Earth (Korenaga and Korenaga, 2016).

The emplacement of hotspot islands and oceanic plateaus can disturb significantly the otherwise steady seafloor subsidence. The fraction of seafloor characterized with thick igneous crust resulting from such anomalous magmatism is only ~10 %, but the fraction of seafloor affected by the emplacement of such anomalous crust (e.g., by the spreading of plume materials beneath lithosphere) is much greater (>50 %) (see Fig. 7 of Korenaga and Korenaga (2008)). Predicting the magnitude of such anomalous magmatism and its frequency, from a purely theoretical ground, is difficult. Even if we assume that all of such anomalous magmatism originates from mantle plumes, predicting the plume flux from the core heat flux is not easy (Labrosse, 2002; Zhong, 2006), especially given the uncertainty associated with the rheology of the lower mantle (Solomatov, 1996; Korenaga, 2005a). The magnitude of present-day core heat flux is quite uncertain to begin with (e.g., Lay et al., 2008), and predicting the evolution of core heat flux requires modeling of the thermal evolution of the entire Earth (e.g., Stevenson et al., 1983; O’Rourke et al., 2017).

More important, it is unlikely that mantle plumes are responsible for all of such anomalous magmatism (e.g., Anderson, 1995; Foulger et al., 2005). The inevitable existence of chemical heterogeneities, as introduced by the operation of plate tectonics (Section 2.4), could account for the formation of at least some oceanic plateaus, including Ontong Java Plateau (Korenaga, 2005b, 2011b) and Shatsky Rise (Korenaga and Sager, 2012). The degree of chemical heterogeneities in the convecting mantle is still poorly constrained. A number of geochemical as well as seismological studies indicate that the mantle is chemically heterogeneous at a range of scales (e.g., Zindler and Hart, 1986; Gudmundsson et al., 1990; Hofmann, 1997; Kaneshima and Helfrich, 1998; Korenaga and Kelemen, 2000; Margerin and Nollet,
term net water influx of $3–4.5 \times 10^{14}$ g yr$^{-1}$ over the last three billion years in Section 2.5 would become invaluable in this context. Few factors, and a new kind of physics-based reference model discussed in the previous section, seafloor subsidence is affected by quite a number of components, including continental crust, continental mantle lithosphere, oceanic crust, depleted oceanic mantle lithosphere, asthenospheric mantle, and ocean volume, all of which exhibit secular evolution (Korenaga et al., 2017). It is important to understand the complexity of the problem. The growth of continental crust is more or less a geochemical problem (e.g., Armstrong, 1981; Jacobsen, 1988; Campbell, 2003; Korenaga, 2018), but the emergence of continental crust above the sea level involves both geophysics and geochemistry. The first-order control on the continental freeboard is brought by the relative buoyancy of the continental lithosphere with respect to the oceanic lithosphere. The intrinsic density structure of oceanic lithosphere is determined by mantle melting at mid-ocean ridges, which is a function of mantle potential temperature (McKenzie and Bickle, 1988; Langmuir et al., 1992). That of continental lithosphere is also likely governed by mantle potential temperature (Kelemen et al., 1998; Herzberg, 2004; Servali and Korenaga, 2018), though the density of continental lithosphere at any given time is not a simple function of potential temperature because the structure of continental lithosphere reflects the history of lithospheric formation over the last three billion years. The zero-age depth of seafloor is controlled by this relative buoyancy between continental and oceanic lithosphere, and the capacity of ocean basins is determined by the zero-age depth as well as the subsequent evolution of seafloor topography. As summarized in the previous section, seafloor subsidence is affected by quite a few factors, and a new kind of physics-based reference model discussed in Section 2.5 would become invaluable in this context. The volume of oceans can vary with time, depending on a dynamic balance between water gain by mantle degassing and water loss by subduction. The present-day global water budget has consistently pointed to positive net water influx into the mantle (Ito et al., 1983; Jarrard, 2003) (note that a zero influx estimate by Parai and Mukhopadhyay (2012) is based on their assumption of time-invariant hypsometry), and continental freeboard modeling also suggests long-term net water influx of $3–4.5 \times 10^{14}$ g yr$^{-1}$ over the last three billion years (Korenaga et al., 2017). Thus, the oceans are likely to have been more voluminous in the past, and correspondingly, the convecting mantle must have been drier. As predicted by freeboard modeling (Korenaga et al., 2017) and also suggested by geological and geochemical data (Arndt, 1999; Bindeman et al., 2018; Johnson and Wing, 2020), the early Archean is likely to have been a ‘water world’ with little stable dry landmass, and the gradual subduction of water, made possible by the seawater alteration of oceanic lithosphere, is essential to bring continents above the sea level. At the same time, the concurrent hydration of the convecting mantle results in the relative strengthening of continental lithospheric mantle (Korenaga, 2013), which affects the efficiency of crustal recycling through time (Rosas and Korenaga, 2018; Guo and Korenaga, 2020). Thus, the seawater alteration of oceanic lithosphere, which by itself a very shallow process, has far-reaching effects on the coevolution of Earth’s interior and surface environment over billions of years.

### 4.3. How does plate tectonics control surface environment?

Plate tectonics of course affects, either directly or indirectly, most of surface environment, from the generation of continental crust (Campbell and Taylor, 1983) to the modulation of atmospheric composition (Berner, 2004). Here I focus on the role of the oceanic upper mantle in the relation between plate tectonics and surface environment. Perhaps the most important is its influence on global sea level change, which controls the spatial extent of dry landmasses, which in turn controls various geochemical cycles as well as the planetary albedo. Even with abundant continental crust, the existence of dry landmasses is not guaranteed; too shallow ocean basins or too much ocean water can inundate continents. Both seafloor topography and ocean volume can vary with time, and both are influenced by the evolution of the oceanic upper mantle. Global sea level or, equivalently, the continental freeboard (the relative height of mean continental landmasses with respect to the sea level) is controlled by a number of components, including continental crust, continental mantle lithosphere, oceanic crust, depleted oceanic mantle lithosphere, asthenospheric mantle, and ocean volume, all of which exhibit secular evolution (Korenaga et al., 2017). It is important to understand the complexity of the problem. The growth of continental crust is more or less a geochemical problem (e.g., Armstrong, 1981; Jacobsen, 1988; Campbell, 2003; Korenaga, 2018), but the emergence of continental crust above the sea level involves both geophysics and geochemistry. The first-order control on the continental freeboard is brought by the relative buoyancy of the continental lithosphere with respect to the oceanic lithosphere. The intrinsic density structure of oceanic lithosphere is determined by mantle melting at mid-ocean ridges, which is a function of mantle potential temperature (McKenzie and Bickle, 1988; Langmuir et al., 1992). That of continental lithosphere is also likely governed by mantle potential temperature (Kelemen et al., 1998; Herzberg, 2004; Servali and Korenaga, 2018), though the density of continental lithosphere at any given time is not a simple function of potential temperature because the structure of continental lithosphere reflects the history of lithospheric formation over the last three billion years. The zero-age depth of seafloor is controlled by this relative buoyancy between continental and oceanic lithosphere, and the capacity of ocean basins is determined by the zero-age depth as well as the subsequent evolution of seafloor topography. As summarized in the previous section, seafloor subsidence is affected by quite a few factors, and a new kind of physics-based reference model discussed in Section 2.5 would become invaluable in this context. The volume of oceans can vary with time, depending on a dynamic balance between water gain by mantle degassing and water loss by subduction. The present-day global water budget has consistently pointed to positive net water influx into the mantle (Ito et al., 1983; Jarrard, 2003) (note that a zero influx estimate by Parai and Mukhopadhyay (2012) is based on their assumption of time-invariant hypsometry), and continental freeboard modeling also suggests long-term net water influx of $3–4.5 \times 10^{14}$ g yr$^{-1}$ over the last three billion years (Korenaga et al., 2017). Thus, the oceans are likely to have been more voluminous in the past, and correspondingly, the convecting mantle must have been drier. As predicted by freeboard modeling (Korenaga et al., 2017) and also suggested by geological and geochemical data (Arndt, 1999; Bindeman et al., 2018; Johnson and Wing, 2020), the early Archean is likely to have been a ‘water world’ with little stable dry landmass, and the gradual subduction of water, made possible by the seawater alteration of oceanic lithosphere, is essential to bring continents above the sea level. At the same time, the concurrent hydration of the convecting mantle results in the relative strengthening of continental lithospheric mantle (Korenaga, 2013), which affects the efficiency of crustal recycling through time (Rosas and Korenaga, 2018; Guo and Korenaga, 2020). Thus, the seawater alteration of oceanic lithosphere, which by itself a very shallow process, has far-reaching effects on the coevolution of Earth’s interior and surface environment over billions of years.

### 5. Future directions

I have already pointed out, at various places in this paper, what is critically needed to improve our understanding of the oceanic upper mantle and its role in the big picture of Earth evolution. Our to-do list includes the degree of hydration of oceanic lithosphere, the nature of chemical heterogeneities in the mantle, the role of small-scale convection in the lithosphere-asthenosphere boundary, a new kind of physics-based reference model, and better experimental and observational constraints on mantle rheology. Most of these issues are under active research. Here I would like to conclude with two overarching statements.

The operation of plate tectonics is widely believed to be essential to build an Earth-like planet, so conditions for plate tectonics have important implications for the origins of life in the universe at large. Without the subduction of oceanic plates, plate tectonics is impossible to take place, and a better understanding of oceanic lithosphere must come from marine geophysics. Thus, future observational efforts in the field of marine geophysics, if they are targeted toward the nature of normal oceanic lithosphere, could achieve lasting impacts on the broad community of earth and planetary sciences, just as marine geophysics played a pivotal role in the plate tectonics revolution in the 1960s and 1970s. For example, a more direct observational test of the thermal cracking hypothesis may be possible by combining active-source seismology and magnetotelluric imaging. For such an effort to be successful, the hypothesis also needs to be theoretically refined to yield more detailed predictions to be compared with observations.

However uncertain at the moment, mantle rheology is the most important factor in geodynamics, and given its complex functionality, numerical modeling is essential. When designing a numerical model, a variety of approximations are possible and often necessary, and when doing so, it is always worthwhile to honor the current uncertainties of rock mechanics. It is better to test at least a few candidate rheological models, to represent the existing uncertainties or to demonstrate model sensitivity to mantle rheology. As earth and planetary sciences progress, various branches have gradually been compartmentalized, to the extent that most of non-geodynamicists cannot critically evaluate modeling studies. The well-being of geodynamics thus hinges on how the current generation of geodynamicists discipline themselves, digest rock mechanics, and strive to construct meaningful models. Otherwise, modeling results may soon (if not already) be seen arbitrary, carrying little scientific weight.
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