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The energetics of the atmosphere of the northern hemisphere of Mars during the pre-winter solstice pe- 

riod are explored using the Mars Analysis Correction Data Assimilation (MACDA) dataset (v1.0) and the 

eddy kinetic energy equation, with the quasi-geostrophic omega equation providing vertical velocities. 

Traveling waves are typically triggered by geopotential flux convergence. The effect of dust on baroclinic 

instability is examined by comparing a year with a global-scale dust storm (GDS) to two years without 

a global-scale dust storm. During the non-GDS years, results agree with that of a previous study using 

a general circulation model simulation. In the GDS year, waves develop a mixed baroclinic/barotropic 

growth phase before decaying barotropically. Though the total amount of eddy kinetic energy generated 

by baroclinic energy conversion is lower during the GDS year, the maximum eddy intensity is not dimin- 

ished. Instead, the number of intense eddies is reduced by about 50%. 

© 2016 Elsevier Inc. All rights reserved. 
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. Introduction 

Traveling waves on Mars are present in both the northern and

outhern hemispheres, with the maximum amplitude occurring in

inter. The northern hemisphere waves are more intense and the

ocus of the current paper. These waves evolve in both time and

pace, indicating that the processes behind their creation also de-

end on space and time. 

Interest in traveling waves on Mars stems from a desire to test

errestrial theories on a differing flow regime. More saliently, the

bility to forecast weather on Mars grows in importance as fur-

her robotic missions are launched to explore the surface, and a

eliable forecast must be in place to ensure the safety of any fu-

ure manned missions. Finally, while it will be shown that global-

cale dust storms (GDS) drastically affect baroclinic waves, baro-

linic waves themselves can initiate regional dust storms. Thus, the

bility to predict and understand these features is of great impor-

ance to future missions. 

.1. Waves on Mars 

Baroclinic disturbances on Mars have been a subject of intense

tudy in the last few decades. Leovy (1969) first asserted zonal
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avenumber 2–4 to be the most unstable baroclinic modes, and

lumsack and Gierasch (1972) found that topography would re-

uce the growth rates of the most unstable baroclinic modes. The

arly observational studies, which began with the analysis of ob-

ervations from the Viking landers ( Barnes, 1980; 1981 ), found that

aroclinic instability played a key role in the development of waves

n the northern hemisphere. The results confirmed wavenumber 2–

 as prevalent with phase speeds of 10–15 m s −1 . Dust was found

o dramatically alter the characteristics of traveling waves, warm-

ng the midlevels and cooling the surface ( Conrath, 1975 ). Dust was

ound to reduce the amplitude of waves at low wavenumber (1–2)

nd increase it at higher wavenumber (3–4) by weakening static

tability ( Barnes, 1981 ). 

Further insight was gained with the first global climate mod-

ls (e.g. Pollack et al., 1981; Barnes, 1984 ), which corroborated the

ow favoring wavenumber 2–4. Continued refinement of the mod-

ls allowed for the exploration of the vertical structure of baro-

linic waves ( Barnes et al., 1993 ). The flow at high altitudes was

ominated by waves of wavenumber 1–2, with waves of wavenum-

er 1–4 at the surface. The wavenumber of the dominant waves

lso increased with optical thickness. Collins et al. (1996) demon-

trated that the atmospheric flow flipped between two wavenum-

er regimes due to diurnal forcing. Hollingsworth and Barnes

1996) anticipated the existence of storm tracks in the northern

emisphere due to the strong zonal inhomogeneity of the surface

opography. Using the NASA Ames Mars Global Circulation Model

MGCM) simulation, Hollingsworth et al. (1996) determined that

torms would be preferred in the lowland Planitias and would
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be guided by a topographically forced, wavenumber-two stationary

wave. 

Traveling waves have been identified using observations from

Mars Global Surveyor. Hinson and Wilson (2002) focused on the

southern hemisphere and found such waves at wavenumber 3.

Wilson et al. (2002) identified wavenumber 1 traveling waves in

the northern hemisphere during winter in both Thermal Emis-

sion Spectrometer (TES) observations and Geophysical Fluid Dy-

namics Laboratory (GFDL) MGCM simulations. Banfield et al. (2004,

2003) analyzed forced and traveling waves in TES data, concluding

that wavenumber 1 wave had the highest amplitude. Wavenumber

2 and 3 waves prevailed during fall and spring with a lull around

the winter solstice. 

Subsequent work described the relationship between global-

scale dust storms and traveling waves. Basu et al. (2006) defined

two categories of GDS: storms that begin in the Hellas basin and

northern hemisphere storms initiated by traveling waves. The su-

perposition of waves provided a sufficiently large surface wind

stress to trigger dust lifting. “Flushing” dust storms that transport

dust from the polar ice cap to the lower latitudes were primar-

ily baroclinic fronts associated with waves of period 2–3 Sol and

wavenumber 3 ( Wang et al., 2005 ). Hinson and Wang (2010) de-

fined three key factors that influenced the flushing storms: baro-

clinic mode transitions, storm zones that strongly modify the zonal

amplitude of baroclinic eddies, and stationary waves. 

Work has been done on the variation of baroclinic waves in-

duced by the seasonal variation of dust opacity ( Kuroda et al.,

2007 ). In northern hemisphere autumn, waves weaken as solstice

approaches due to the tilt of the polar front becoming poleward

with height from equator-ward with height. Increased dust loading

was found to modify baroclinic activity by intensifying the westerly

jet due to strengthening of the meridional temperature gradient in

the mid-levels. This stabilizes the jet stream to low-wavenumber

disturbances. Lewis et al. (2016) further elucidated the solsticial

pause in baroclinic wave activity, which occurs within L s = 240 –

300 ° period in the northern hemisphere, using the MACDA reanal-

ysis, and a related paper from Mulholland et al. (2016) used the UK

MGCM to find that water ice clouds modifying the Eady growth

rate of baroclinic waves along with zonally asymmetric topogra-

phy were the most likely cause. Energy conversion was explored

by Greybush et al. (2013) , who found that baroclinic energy con-

version took place near the surface, and baroclinic and barotropic

conversions were important in the westerly jets aloft. Additionally,

topography played a key role in the development of storm tracks

due to lee cyclogenesis. A recent study by Mooring and Wilson

(2015) investigated the spatial structure and propagation of tran-

sient eddies in the MACDA reanalysis. They found a pattern of

about wavenumber 3 on either side of the solstitial pause in the

northern hemisphere with eddy kinetic energy maxima prevalent

in areas of low topography. 

1.2. Local energetics 

The nature of baroclinic instability and its role in the develop-

ment of synoptic-scale waves have been well understood in the

terrestrial atmosphere for several decades. The models of Charney

(1947) and Eady (1949) established baroclinic instability as the

prime driver of mid-latitude, synoptic-scale atmospheric dynam-

ics. Since the first formulation of the theory of baroclinic instabil-

ity, much effort has been expended in investigating the initiation

and development of waves caused by baroclinic energy conversion.

Traveling waves in the midlatitudes have been found to grow baro-

clinically and decay barotropically ( Simmons and Hoskins, 1979;

1978; 1980 ). The leading edge of an initially localized disturbance

propagates as a packet of traveling waves at the associated group
elocity, while the trailing end stabilizes with no further upstream

otion ( Swanson and Pierrehumbert, 1994 ). 

The establishment of the local energetics method began with

he work of Orlanski and Katzfey (1991) , who studied the evolution

f cyclones in terms of a local kinetic energy budget. In particular,

hey examined a common form of cyclogenesis in which storms

re triggered by upper tropospheric wave packets through the con-

ergence of geopotential height fluxes, grow by baroclinic conver-

ion of potential energy to eddy kinetic energy, transport kinetic

nergy downstream via the background flow and via geopotential

ux divergence, and lose kinetic energy to the background flow

hrough barotropic energy conversion. In principle, baroclinic en-

rgy conversion can occur spontaneously, but in practice, it is usu-

lly triggered by upper-tropospheric traveling waves. A follow-up

tudy ( Orlanski and Sheldon, 1993 ) defined the process as down-

tream baroclinic development, as the convergence of geopotential

uxes was immediately followed by baroclinic energy conversion.

ownstream baroclinic development was explored in an idealized

ituation by Chang and Orlanski (1993) . They found that baroclinic

nergy conversion was correlated with maximum baroclinicity, but

eopotential flux convergence acted to maintain eddies down-

tream of the unstable baroclinic regions, extending the storm

racks downstream into weakly unstable areas. Chang (1993) pro-

ided observational evidence of the role of geopotential fluxes in

he Pacific storm track. 

Orlanski and Sheldon (1995) applied local energetics to cyclone

evelopment to create a model of downstream baroclinic evolu-

ion. In this conceptual model, an eddy kinetic energy (EKE) cen-

er disperses energy downstream through geopotential flux diver-

ence, generating a new EKE center. Next, the second EKE cen-

er grows baroclinically as geopotential fluxes begin to diverge.

astly, the second EKE center decays via geopotential fluxes and

arotropic conversion. The group velocity of the resulting packets

f traveling waves is greater than the phase speed of the individual

roughs and ridges, so troughs grow on the downstream side of the

ave packet and decay on the upstream side. Downstream devel-

pment often leads to development at the surface ( Chang, 20 0 0 ).

ecker and Martin (2005) showed that the location of the devel-

pment within the downstream expanding packet can determine

he lifetime of the cyclone. The further downstream within a wave

acket that an EKE center develops, the longer the lifetime of a

yclone. 

We base our work on that of Kavulich et al. (2013) (hereafter

13), who found by analyzing simulations with the GFDL MGCM

hat the main concepts of storm track dynamics also apply to the

orthern hemisphere cold season circulation of the mid-latitudes

f Mars. They found that the main role of baroclinic energy conver-

ion is to maintain already existing downstream propagating pack-

ts of waves rather than starting a new chain of baroclinic develop-

ents. The role of barotropic energy conversion in the downstream

ropagating packet depends on the local topography. In a channel

orth of the Tharsis Plateau, it enhances the kinetic energy of the

ave packet and extends the region where eddies can exist south,

hile elsewhere it serves as a sink of kinetic energy. 

We apply the eddy kinetic energy equation ( Orlanski and

atzfey, 1991 ) to three years of the Mars Analysis Correction Data

ssimilation (MACDA) global reanalyses, for the L s = 200 –230 °
eriod. We compare the development and decay of baroclinic

aves to that observed in previous work, both on Mars and on

arth. In particular, our focus is on the impact of the Mars Year

MY) 25 GDS on baroclinic activity compared to the varying dusti-

ess of MY 24 and 26 and inter-annual variability of the flow. The

aper is organized as follows: Section 2 describes the dataset used

nd the average flow properties. Section 3 discusses our imple-

entation of the eddy kinetic energy equation. Section 4 inves-

igates the time-mean energetic properties of the flow. Section 5
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ollows the evolution of two prototypical waves: one in a non-GDS

ear (MY 24) and one in a GDS year. Section 6 compares the in-

ensity of the eddy kinetic energy generation mechanisms between

he investigated years. Section 7 summarizes our main conclusions.

. MACDA 

MACDA (v1.0) ( Montabone et al., 2014 ) is a reanalysis of as-

imilated vertical temperature profile retrievals and column dust

ptical depth retrievals from L s = 141 ◦ in Mars Year 24 to L s =
6 ◦ in MY 27 (February 1999 to August 2004). The tempera- 

ure profiles were retrieved from radiance observations by the TES

nstrument that was flown onboard Mars Global Surveyor in a

un-synchronous polar orbit. The observations provide information

bout the vertical temperature profile up to 40 km twice a day at

pproximately 2 a.m. and 2 p.m. local time and total atmospheric

olumn dust optical depth every sol around 2 p.m. local time for

he tropics and midlatitudes. Retrievals were assimilated into the

K version of the LMD-UK MGCM ( Montabone et al., 2014 ), which

hares the physical parameterizations with the LMD MGCM ( Forget

t al., 1999 ), using an assimilation scheme described by Montabone

t al. (2006) and Lewis et al. (2007) . The dataset is made avail-

ble publicly on a 5 ° by 5 ° resolution, latitude-longitude grid with

5 terrain-following sigma levels every two Mars hours. We note

he caveat that the MACDA has been shown to have some bias in

he TES retrieval scheme during the MY 25 GDS ( Montabone et al.,

006 ), but that the MACDA reanalysis is an improvement on free

uns of the UK MGCM as it does contain the well observed solsti-

ial pause in eddy activity in each Mars year ( Lewis et al., 2016;

ooring and Wilson, 2015 ). 

The MACDA dataset has been used in several studies to describe

he nature of the martian atmosphere. Mitchell et al. (2014) com-

ared polar vortices on Mars to those of Earth, Hurley et al.

2014) used MACDA temperature retrievals to constrain model CO 2 

ondensation levels, Lovejoy et al. (2014) used MACDA for veri-

cation of winds of MGCM simulations, and Wang and Mitchell

2014) used MACDA to diagnose the Rossby and Froude numbers

n a study of atmospheric superrotation. The MACDA reanalysis has

ecome popular to investigate traveling waves in martian atmo-

phere, as in Lewis et al. (2016) and Mooring and Wilson (2015) .

he Lorenz energy budget has also been studied over diurnal, sea-

onal, and annual time-scales using MACDA ( Tabataba-vakili et al.,

015 ). 

.1. Dust storms 

The global-scale dust storm of MY 25 was initiated in the

outhern hemisphere by a series of local storms forced by the

hermal contrasts between the retreating ice cap and bare ground

f Hellas basin. It was a merging development in the classification

f Wang and Richardson (2015) . Just after the spring equinox

 L s = 177 ◦), a large storm entered the Hellas Basin causing a rapid

ncrease in the amount of surface obscured by dust. By L s = 185 ◦,
he dust spread rapidly east toward the Tharsis Plateau, where

dditional dust lifting areas developed, and the dust storm fully

ncircled the equatorial and mid-latitude regions by L s = 195 ◦.

ifting continued until L s = 212 ◦, at which time the dust was

niformly distributed ( Strausberg, 2005 ). Dust slowly precipitated

ut to seasonal levels by L s = 304 ◦ ( Cantor, 2007 ). Citing the

arge diurnal variation in temperature and modified latitudinal

emperature structure, Smith (2002) noted that the dynamics of

he atmosphere were changed by the dust storm. The northern

emisphere polar vortex served as a boundary to the dust storm:

outh of the polar vortex, vertical temperatures increased by over

0 K ( Smith, 2002 ) (see Section 2.2.1 ). 
The strength of the GDS is juxtaposed to the non-GDS years in

ig. 1 , which shows the optical depth for each Mars year in the

ACDA dataset. The general trend of slowly increasing dust ap-

roaching northern hemisphere winter is similar in all years up to

 s = 177 ◦, then rapid column optical thickening occurs in MY 25,

hile the opacities continue to slowly increase in MY 24 and 26.

he dust storm rapidly expands out to 40 °N but then northward

rowth slows, only reaching 55 °N by L s = 230 ◦. 

Beyond the main GDS of MY 25, MY 24 and 26 each had re-

ional dust storms during L s = 200 –230 °: during MY 24, a storm

ccurred from L s = 220 –230 ° in Acidalia Planitia and L s = 202 –

05 ° also in Acidalia ( Cantor et al., 2001; Wang et al., 2005 ); while

n MY 26, a storm traveled north to south through Utopia Planitia

uring L s = 205 –219 ° ( Cantor, 2007; Wang and Richardson, 2015 ).

ontabone et al. (2005) compares the evolution of total dust op-

ical depth in these regional dust storms to the GDS in MY 25 in

heir Fig. 3 , which shows the northern hemisphere has much lower

ptical depth than the southern hemisphere in general, particularly

n MY 25. Returning to MACDA in Fig. 1 , it can be seen that MY 24

as smaller column optical depth than MY 26. The total average

ptical depth between 57.5 °N and 82.5 °N over the L s = 220 –230 °
eriod is 0.53, 1.15, and 0.74 for MY 24, 25, and 26, respectively.

n several ways, MY 26 is more similar to MY 25 than MY 24 as

 result of the increased dustiness from regional storms, and these

egional storms temporarily modified the local energetics as they

raveled and dissipated. 

.2. Average flow properties 

.2.1. Zonal-mean temperature and winds 

The zonal mean temperature fields at L s = 200 ◦ ( Fig. 2 , top

ow) and 230 ° ( Fig. 2 , second row) are shown for MY 24 (left col-

mn), MY 25 (middle column), and MY 26 (right column). The

ey feature of the zonal-mean temperature fields is the meridional

emperature gradient located near 60 °N. At the initial time, MY 24

nd 26 have a structure in their polar front that supports baroclinic

nstability with a tilt of the gradient away from the pole with in-

reasing height, agreeing with K13 and the studies based on TES

bservations. In MY 25, the tilt is in the opposite direction, which

s unfavorable for baroclinic instability at lower levels. 

Also evident at L s = 200 ◦ is the effect of dust on the lower

atitudes in MY 25. The 100–10 Pa layer between 30 °N and 30 °S
s approximately 40 K warmer, and the surface is approximately

0 K cooler on average. This is a result of the higher optical thick-

ess absorbing solar radiation in the upper levels at the expense of

urface. Increased dust also affects the meridional circulation (e.g.

ontabone et al., 2005 , Fig. 7) by strengthening the Hadley cells,

hich explains the polar warming in the mid-levels via adiabatic

rocesses and the maintenance of the strong meridional temper-

ture gradient. At the later time of L s = 230 ◦, all years display

 poleward tilt to the polar front, inhibiting baroclinic instability.

uroda et al. (2007) found a similar suppression of baroclinic ac-

ivity due to the increased poleward tilt at L s = 280 –300 °. The

eridional temperature gradient decreases at the surface, limit-

ng the sensitivity of the flow to baroclinic instability as the win-

er solstice approaches. The temperature of the upper levels in MY

5 still indicates increased warming over the clear years, but the

ower level cooling disappears. 

All three Mars years show an intensifying westerly jet from

 s = 200 ◦ ( Fig. 2 , third row) to 230 ° ( Fig. 2 , bottom row) in

he northern hemisphere and a weakening jet in the southern

emisphere as Mars approaches northern hemisphere winter. The

tronger westerly jet is consistent with the increased meridional

emperature gradient through geostrophic balance. The increased

ertical shear shifts the most unstable wavenumber to smaller val-

es ( Kuroda et al., 2007 ). The subtropical jet increases in strength
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Fig. 1. Column optical depth in the visible wavelength range for L s = 175 –255 ° for MY 24 (top), MY 25 (middle), and MY 26 (bottom) from the MACDA dataset. Hatching 

indicates times of areocentric longitude greater than one degree, when TES retrievals were unavailable, and the analyses are based on a freely running model unconstrained 

by observations. 

Fig. 2. The zonal mean temperature field for L s = 200 ◦ (top row) and L s = 230 ◦ (second row), and the mean zonal wind field for L s = 200 ◦ (third row) and L s = 230 ◦

(bottom row) for MY 24 (left), MY 25 (middle), and MY 26 (right). 
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as the Hadley circulation strengthens. The stronger subtropical

jet in MY 25 is due to a positive feedback mechanism between

the Hadley circulation and dust lifting centers. Haberle et al.

(1993) and Murphy et al. (1995) showed that as dust is entrained

into the Hadley circulation, the circulation strengthens, intensify-

ing the subtropical jet. The stronger jet increases the likeliness of
ust lifting via enhanced surface wind stress, possibly further in-

reasing the optical depth ( Basu et al., 2006 ). 

.2.2. Eddy components 

To remove the diurnal signal from variables, a Hamming

indow digital filter was used to remove the frequency band
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Fig. 3. Hovmöller diagram for the eddy component of the meridional wind field at 300 Pa for L s = 200 –230 ° in the 57.5–82.5 °N band. Shown are MY 24 (left), MY 25 

(middle), and MY 26 (right). Lines A and B refer to the location of storms discussed in Sections 5.1 and 5.2 . Hatching indicates times of areocentric longitude greater than 

one degree, when TES retrievals were unavailable, and the analyses are based on a freely running model unconstrained by observations. 

0  

v  

m  

1  

s  

t  

r  

c  

w  

s  

a

 

m  

t  

W  

o  

r  

p  

w  

p  

f  

T  

r

(  

y  

r  

m  

M  

w

3

 

i

w  

v  

s  

e  

t  

a  

i  

s

 

c  

e  

a  

t  

o  

t  

t  

o

 

B  

t  

a  

g  

b

 

e  
 . 95 –1 . 05 Sol −1 and frequencies higher than 1.82 Sol −1 from each

ariable of the MACDA dataset as in K13. Filtering in this way re-

oved the diurnal and semidiurnal tides, respectively; the value

.82 Sol −1 was specifically chosen to remove signals from the time

tep immediately preceding local noon to prevent any semidiurnal

ide signal as 10 / 12 = 0 . 833 . To obtain the mean state, a 30-Sol

unning mean was calculated for all variables. A 30-Sol mean was

hosen as it was sufficiently long to capture the seasonal signal

hile also removing any signal from the baroclinic waves them-

elves. The filtered variables will be distinguished from the aver-

ges with a superscribed prime. 

A Hovmöller diagram ( Fig. 3 ) of the eddy component of the

eridional wind in the 57.5–82.5 °N band shows the variations in

he propagation of transient waves in the westerly jet at 300 Pa.

aves primarily have a wavenumber between 2 and 3 with peri-

ds between 4 and 5 Sols. Waves occur throughout the study pe-

iod in MY 24 and MY 26; however, waves exhibit reduced am-

litude as time advances. MY 24 displays a decreasing transient

ave amplitude after L s = 225 ◦, and MY 26 shows decaying am-

litude beginning after L s = 215 ◦ with the primary contribution

rom flushing dust storms in the eastern hemisphere beforehand.

his reduction in wave activity at the end of the study period is

eflective of the reversed tilt of the polar front toward L s = 230 ◦

 Fig. 2 ) and the regional dust storms occurring at this time in each

ear, particularly MY 26. In MY 25, amplitudes are substantially

educed due to the GDS limiting baroclinic development. The pri-

ary growth regions of the waves also differ between years. The

Y 24 and MY 25 waves increase their amplitude near 180 °E,

hile the MY 26 waves grow upstream near 60 °E. 

. Eddy kinetic energy 

The eddy kinetic energy equation ( Orlanski and Katzfey, 1991 )

s given as 
∂ 

∂t 
〈 K e 〉 = 

1 ︷ ︸︸ ︷ 
−〈∇ · v K e 〉 

2 ︷ ︸︸ ︷ 
−〈∇ · v ′ φ′ 〉 

3 ︷ ︸︸ ︷ 
−〈 ω 

′ α′ 〉 
4 ︷ ︸︸ ︷ 

−〈 v ′ · ( v ′ 3 · ∇ 3 ) v m 

− v ′ · ( v ′ 
3 

· ∇ 3 ) v ′ 〉 
5 ︷ ︸︸ ︷ 

−[ ω 

′ K e ] s + [ ω 

′ K e ] t 

6 ︷ ︸︸ ︷ 
−[ ω 

′ φ′ ] s + [ ω 

′ φ′ ] t 

7 ︷ ︸︸ ︷ 
+ 〈 (Residue ) 〉 , (1) 

here the kinetic energy per unit mass is defined as K e = 

1 
2 (u ′ 2 +

 

′ 2 ) , φ is the geopotential height, α = 1 /ρ is the specific den-

ity, v ′ = (u ′ , v ′ ) , and v ′ 
3 

= (u ′ , v ′ , ω 

′ ) . Primed variables indicate the

ddy components, and v m 

is the time-mean flow. The overbar is a

ime average, angle brackets denote a mass-weighted vertical aver-

ge where pressure is the vertical coordinate, and square brackets

ndicate surface integrals over the surface (s) or top of the atmo-

phere (t). 

Each term on the right-hand side of Eq. (1) describes a pro-

ess that can change the eddy kinetic energy. Term 1 describes

ddy kinetic energy advection by the total flow. Term 2 is the

geostrophic, geopotential flux convergence (GFC) term. When this

erm is positive, height fluxes are converging, the potential energy

f the eddy decreases, and EKE increases. It must be noted that

erms 1 and 2 are transport terms, as their integral across the en-

ire surface is zero; thus, they cannot be an ultimate source or sink

f EKE. 

Term 3 is the baroclinic energy conversion (BCEC) term. When

CEC is positive, EKE is generated from the eddy available poten-

ial energy. Term 4 is the barotropic energy conversion (BTEC) term

nd is positive when kinetic energy is transferred from the back-

round flow and negative when kinetic energy is transferred to the

asic flow. 

Term 5 describes vertical fluxes of EKE and can be consid-

red the vertical part of the advection term. It is neglected in
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Fig. 4. Correlation of the two forms of quasi-geostrophic ω and kinematic ω to the 

Kavulich et al. (2013) GFDL simulation ω between 28 °N and 80 °N for all pressure 

levels. 
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our calculations because it is approximately two orders of mag-

nitude smaller than the other terms. Term 6 is the vertical po-

tential energy flux at the top and bottom of the atmosphere and

can be understood to be the vertical contribution from the GFC

term. We consider 1 Pa to be the top of the atmosphere as the

top three sigma levels in the MACDA MGCM are sponge levels and

are consequently neglected. In the terrestrial atmosphere, term 6

is usually small and can be neglected, but it was found that for

the martian atmosphere, term 6 was only one order of magnitude

smaller than the other terms. Throughout the rest of the study, ref-

erences to the GFC term will refer to the sum of terms 1 and 2, as

−[ ω 

′ φ′ ] s + [ ω 

′ φ′ ] t = 

∂ (ω ′ φ′ ) 
∂ p 

so that 

−∇ 3 · v ′ 
3 
φ′ = −∇ · v ′ φ′ − ∂ (ω 

′ φ′ ) 
∂ p 

. (2)

It should also be noted that ideally the surface integral −[ ω 

′ φ′ ] s 
is zero as the boundary condition for vertical motion in a GCM is ω
= 0. However, we interpolate the data to constant pressure levels,

so at the bottom-most level of our analysis the condition ω = 0

does not apply. 

Term 7 is the residue term and is a catch-all for sources and

sinks not accounted for by the EKE equation. Errors collected by

this term include frictional effects, sub-grid processes, errors intro-

duced by the temporal filtering, data assimilation, and interpola-

tion errors. Term 7 is calculated by comparing the right hand side

of Eq. (1) to the left hand side by calculating the change of EKE

directly using the product rule: 

∂ 

∂t 
〈 K e 〉 = v ′ · ∂ v ′ 

∂t 
(3)

3.1. Quasi-geostrophic omega 

The MACDA dataset does not include vertical velocity, ω =
d p/d t, so a method of computing ω from temperatures, heights,

and horizontal winds is required. Three trials were performed:

a kinematic solution, a quasi-geostrophic (QG) solution with ho-

mogeneous boundary conditions, and a QG solution with kine-

matic boundary conditions. To estimate the effectiveness of various

methods of calculating ω, trials of each method were run on data

from the MGCM simulation of K13 during the same L s = 200 –

230 ° period as to be investigated in MACDA and compared to the

model provided ω, which is considered the truth. 

The kinematic estimation of vertical motion depends on the

horizontal divergence and mass continuity: 

ω = 

∫ p s 

p 

∇ h · V dp, (4)

where ∇ h · V is the horizontal divergence, and p s is the surface

pressure. A second order correction following ( O’Brien, 1970 ) re-

quired nonzero values of omega at the top of the atmosphere to

be linearly distributed throughout the column. 

The initial kinematic solution was found to be inadequate in

describing the structure of the vertical motion. It was correlated

to the non-pressure-weighted 3D MGCM ω with a coefficient of

0.21 between 10 °N and 80 °N over the entire L s = 200 –230 ° pe-

riod. The inability of the method to produce well-behaved verti-

cal motion was expected based on the poor estimation of diver-

gence from horizontal winds via finite differencing. Instead, the

traditional form of the QG- ω equation was used to evaluate ver-

tical motion: [
∇ 

2 
h + 

f 2 0 

σ

∂ 2 

∂ p 2 

]
ω = 

f 0 
σ

∂ 

∂ p 
[ V g · ∇ h ( ζ + f ) ] 

+ 

1 

σ
∇ 

2 
h 

[ 
V g · ∇ h 

(
RT 

p 

)] 
, (5)
here ω is the vertical velocity, V g is the geostrophic wind, σ is

he static stability, ζ is the relative vorticity, p is the pressure, and

 0 is the Coriolis parameter. Sequential over-relaxation was used to

nvert the left-hand side Laplacian. Static stability was calculated

sing the relation σ = 

∂θ
∂ p 

(RT ) / (pθ ) and was averaged over each

evel. 

A uniform, homogeneous boundary condition across the entire

lanet was first attempted and compared to a boundary condi-

ion supplied by the kinematic solution. Compared to the control

olution of the MGCM, the homogeneous boundary condition so-

ution outperformed the kinematic boundary condition solution.

ig. 4 shows the correlation between the GFDL MGCM ω and QG-

 with homogeneous boundary condition between 28 °N and 80 °N
or L s = 200 –230 °. The oscillating pattern in the correlations in

ig. 4 is the result of the progression of the packets of EKE them-

elves. The correlation between the QG-omega and model omega

s lower when the pressure-averaged EKE is high, and the correla-

ion is high when the average EKE is low. The correlations between

he non-pressure-weighted 3D MGCM ω field and the kinematic

oundary condition solution and the homogeneous boundary con-

ition solution for the entire L s = 200 –230 ° time series between

0 °N and 80 °N are 0.55 and 0.62, respectively. 

While the correlation of QG- ω to the GFDL MGCM omega is

omewhat low during the beginning and end of the study period,

he correlations between terms of the EKE equation computed us-

ng each of the two vertical motion fields are considerably higher.

he GFC, BCEC, BTEC, and residual terms are correlated at 0.96,

.80, 0.91, and 0.93, respectively. Thus, it is the quasi-geostrophic

art of ω that dominates the processes described by the EKE equa-

ion. We therefore use the QG- ω with homogeneous boundary

onditions as the vertical velocity for the rest of this study. 

The time-mean vertical motion during the period L s = 200 –

30 ° for two levels is shown in Fig. 5 . Shown are MY 24 (left),

Y 25 (middle), and MY 26 (right) at the 100-Pa level (top) and

00-Pa level (bottom). Note that the figure is in pressure coor-

inates so that negative values of motion are upward. A station-

ry, wavenumber-two structure is clearly visible at the 100-Pa

evel, with ascending motions to the west of Arabia Terra and the

harsis Plateau and descending motions on the eastern slopes. A

trong wavenumber-two pattern exists as well in the TES retrievals

 Banfield et al., 2003 ). A wavenumber-two structure remains at

00 Pa, but the descending branches are much stronger than the

scending branches, possibly as a result of the Hadley circulation. 
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Fig. 5. The time-mean vertical velocities for L s = 200 –230 ° for the 100-Pa (top) and 400-Pa (bottom) pressure level for MY 24 (left), MY 25 (middle), and MY 26 (right). 

Contours are surface elevation in 10 0 0 m increments. Values below the mean geoid are dashed with the 0 mean geoid bolded. 
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.2. Divergence and geopotential flux 

A final obstacle to the implementation of the EKE equation to

he MACDA dataset was the lack of data for the horizontal diver-

ence of the wind in the dataset. Initially, the divergence was cal-

ulated via finite differencing of the horizontal winds. As with ver-

ical motion, control tests were performed on data from the K13

GCM simulation. Second, fourth, and sixth-order finite differenc-

ng proved inadequate to capture smaller scale patterns in the di-

ergence. The effect was amplified by the lower resolution of the

ACDA dataset. 

We eliminated the problem by rearranging vector products in

he EKE equation. In particular, the geopotential flux convergence

erm (term two in Eq. (1) ) can be rewritten as 

〈∇ · v ′ φ′ 〉 = −〈 φ′ (∇ · v ′ 
)

+ v ′ · ∇φ′ 〉 . (6)

This expression involves the horizontal divergence of eddy ve-

ocities. Explicitly writing out each term yields 

〈 φ′ (∇ · v ′ 
)

+ v ′ · ∇φ′ 〉 = −
〈
φ′ ∂ u 

′ 
∂x 

+ φ′ ∂ v ′ 
∂y 

+ u 

′ ∂ φ′ 
∂x 

+ v ′ ∂ φ
′ 

∂y 

〉
. 

(7) 

Alternatively, the geopotential flux convergence can be written

efore the product rule is used to obtain: 

〈∇ · v ′ φ′ 〉 = −
〈
∂ (u 

′ φ′ ) 
∂x 

+ 

∂ (v ′ φ′ ) 
∂y 

〉
. (8) 

In this way, the horizontal divergence is no longer required in

he calculations. Only products of heights and winds are necessary

o evaluate the GFC term. The method of calculating GFC using

q. (8) is superior as it requires only one finite difference calcula-

ion as opposed to the two finite differences required by equation

q. (7) . The use of divergence in evaluating the transport term is

voided in a similar way. 

. Results 

.1. Pressure-weighted vertical averages 

The pressure-weighted terms of the eddy kinetic energy equa-

ion are shown in Fig. 6 . Shown are the eddy kinetic energy (top),

aroclinic energy conversion (second row), geopotential flux con-

ergence (third row), eddy kinetic energy transport (fourth row),

arotropic energy conversion (fifth row), and residue (bottom). The

eft, middle, and right columns are MY 24, 25, and 26, respectively.

he strongest EKE and its sources and sinks are found away from
he equator. The EKE in each MY is at a maximum in a band be-

ween 50 °N and 80 °N, with the highest values between 100 °E and

00 °E and a secondary maximum in MY 24 and 26 near 330 °E.

his pattern can be explained by stationary waves caused by high

opography directly upstream of the favored EKE areas that mod-

late the propagation of the wave packets ( Chang and Orlanski,

993 ). The EKE maximum in MY 25 is approximately half the value

f the two non-GDS years. The EKE average can most closely be

ompared to Fig. 4 (top) of Mooring and Wilson (2015) that shows

n inter-annual mean of EKE for all three MACDA years at one level

uring their PRE season ( L s = 155 –235 °) and their Fig. 10 , which

hows the MY 24/26 average compared to MY 25 during the dust

eriod ( L s = 186 –275 °). The Mooring and Wilson (2015) figures

how that EKE is favored in certain meridional areas, namely the

lanitias, and that eddy activity is reduced in MY 25 during the

DS. 

We find the cause for the decreased maximum in EKE in MY

5 to be the reduction of BCEC, which shows a structure similar

o the EKE. Positive baroclinic energy conversion is contained in

he 50–80 °N band and in MY 24 and 25 has a maximum collo-

ated with the eddy kinetic energy maximum. The reduced BCEC

n MY 25 is due to the GDS throughout the time studied. MY 26

as a bifurcated BCEC maximum on either side of the EKE maxi-

um. The westerly maximum is displaced to 70 °E, and the loca-

ion upstream is explained by orographic effects due to stronger

ubsidence on the leeward side of Arabia Terra (see Fig. 5 ). These

onal differences in the placement of BCEC between MY 24 and 26

o are most likely due inter-annual variability. 

As stated earlier, the geopotential flux convergence and eddy

inetic energy advection are transport terms. Thus, they cannot be

he ultimate source or sink of EKE, but they can contribute to lo-

al changes in the EKE. The GFC is the strongest local source and

ink of all generation terms and shows a structure dependent on

opography. Minima of geopotential flux occur, in general, in the

lanitias and downwind of high topography. Maxima of GFC exist

ver the Plateaus and upstream of topography. The primary mini-

um occurs around 180 °E in the band of highest EKE and carries

nergy downstream to the north of the Tharsis Plateau, where it

s deposited to help extend the storm track to the east away from

he strongest BCEC, in agreement with Banfield et al. (2004) and

inson and Wang (2010) . [This phenomenon also exists terres-

rially over the Pacific Ocean ( Chang, 1993; Chang and Orlanski,

994 ).] The mechanism of extending the EKE band eastward occurs

n all three years but is strongest in MY 24. 

The eddy kinetic energy advection plays an important role in

Y 26 in transporting the energy generated by the westerly shifted

CEC maximum to the channel of maximum EKE in Utopia Planitia.
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Fig. 6. Pressure-weighted vertical averages of the time mean of the terms of the eddy kinetic energy equation for L s = 200 –230 ° for MY 24 (left column), MY 25 (center 

column), and MY 26 (right column). Shown is the eddy kinetic energy (top), baroclinic energy conversion (second row), geopotential flux convergence (third row), the eddy 

kinetic energy transport (fourth row), the barotropic energy conversion (fifth row), and the residue (bottom). Contours are surface elevation in 10 0 0 m increments. Values 

below the mean geoid are dashed with the 0 mean geoid bolded. 
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A sink of energy occurs north of Arabia Terra with a source to the

east in Utopia Planitia, depositing the EKE generated by the BCEC

maximum at the lower elevation. A similar arrangement of sources

and sinks is also present in MY 24 and MY 25, but in those years

the western BCEC maximum is much weaker. In MY 24, the maxi-

mum of transport is collocated with the EKE maximum near 330 °E,

which along with the stronger maximum in GFC could explain why

the eastern EKE maximum is stronger in MY 24 than in MY 26. 

The barotropic energy conversion acts mostly as a sink of EKE.

There are two main areas of negative BTEC: a primary minimum

over the Tharsis Plateau and a secondary area between 100 °E and

120 °E near 60 °N. MY 25 has a weaker sink of BTEC. As will be

explained in more detail later, both of these areas are near the lo-

cations of the strongest westerly jet. This suggests that the con-

version of eddy potential energy into eddy kinetic energy by BCEC

strengthens the jet via BTEC. Finally, the residue is large in magni-

tude near the pole. The large negative values of the residue must

be due to frictional effects, but the positive values at some loca-

tions suggest that other factors must also contribute. One such po-

tential source is computational errors in the GFC, as the GFC and

residue terms are highly (negatively) correlated with coefficients

of −0.89, −0.86, and −0.84 for each year, respectively (a similar

observation was reported terrestrially by Ahmadi-Givi et al., 2014 ).

Also, large errors could be caused by the data assimilation scheme

that forces the MGCM to alter the atmospheric temperature pro-

file, which in turn modifies the EKE. Although the residual is the

same order of magnitude as the other terms in the EKE equation,

the overall EKE budget should remain intact as the errors primarily

contributing to the residue seem to be due to features unrelated to

the eddy kinetic energy equation itself ( Ahmadi-Givi et al., 2014 ). 

In comparing Fig. 11 of K13, which used a zonally averaged

dust scenario from MY 24, to the left column of Fig. 6 , several

differences emer ge. The BCEC maximum is shifted to the east in

MACDA MY 24 compared to the K13 simulation, and the GFC term
 i  
as a stronger relative magnitude compared to the other terms.

o explain these differences, we first note that the dust scenario

n K13 is forced zonally to the MY24/25 scenario, so longitudinal

etails like particular regional dust storms are lost. Individual

egional dust storms can be connected to the transient eddies

e investigate, and by smoothing these out zonally, the free-

unning model of K13 could be missing specific events during the

 s = 200 –230 ° period that contribute to the pressure-weighted

verages. Free-running simulations can deviate substantially from

bservations, so that if the simulation used by K13 incorrectly

odeled the strength, number, or location of transient events,

he averages could have been shifted. Further corroborating this

ossibility is a comparison of the Hovmöller of K13 (their Fig. 10 )

o the MACDA MY 24 ( Fig. 3 ). While the frequency of waves is

imilar, the coherence and relative strength differ. Waves in the

13 simulation are strikingly more coherent than those prescribed

y MACDA. Indeed, MY 26 BCEC and GFC are closer to that of K13

han the MY 24 scenario, suggesting that the simulation of K13,

hile forced by a particular dust scenario, is only one possible

cenario for the evolution of the martian atmosphere. 

.2. Zonal and meridional averages 

.2.1. Eddy kinetic energy 

Zonal (left column) and meridional (right column) means for

he eddy kinetic energy for the L s = 200 –230 ° period are con-

oured in Fig. 7 . The EKE is at a maximum near 10 Pa in the 50–

0 °N latitude band. The location of the highest EKE in the region

f the westerly jet agrees with K13 and other studies, including

arnes et al. (1993) . This corroborates the assertion that the EKE

ontributes to the maintenance of the westerly jet through BCEC

nd BTEC. [However, we note that the jet is strongest in MY 25

see Fig. 2 ) when EKE is weakest. This is due to the jet becom-

ng more thermally driven as a result of the stronger meridional
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Fig. 7. Vertical cross sections of the time-mean ( L s = 200 –230 °) of the zonal mean (left column) and meridional mean (right column) of baroclinic energy conversion, −ω 

′ α′ 
and the eddy kinetic energy (J/kg) contoured. The meridional mean is computed for the 57.5–82.5 °N latitude band. Results are shown for MY 24 (top), MY 25 (middle), and 

MY 26 (bottom). 
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emperature gradient in the mid-levels, which is a positive feed-

ack mechanism between increased dust loading and a strength-

ned Hadley cell ( Basu et al., 2006; Haberle et al., 1993 ).] The

ffect of dust on MY 25 is evident as the maximum is below

25 J/kg . In the meridional average, there are two main areas of

KE. In MY 24, the maximum occurs near 300 °E with a secondary

aximum near 100 °, while in MY 26 a more elongated maximum

s located near 100 °E. MY 25 has a decreased, bifurcated maximum

t 150 °E and 250 °E. The dissimilar meridional distributions of EKE

n the non-GDS Mars years are a result of the different energy con-

ersion processes discussed below. 

.2.2. Geopotential flux convergence 

The total geopotential flux convergence, −∇ 3 · v ′ 
3 
φ′ , is shown

n Fig. 8 with the zonal average on the left and meridional average

n the right for L s = 200 –230 °. In the zonal average, three main

reas of geopotential flux convergence and divergence are promi-

ent. Geopotential flux divergence occurs north of 40 °N and below

0 Pa, is strongest in MY 26, and is weakest and lower in height

n MY 24. A second divergent area exists generally south of 40 °N,

bove 40 Pa, and is strongest and slightly further north in MY 24

nd weakest and further south in MY 26. Between these divergent

reas, convergence of geopotential fluxes occurs at 20 Pa near 60 °N
nd is weakest in MY 25. As the geopotential flux term is nei-

her a global source nor a global sink of EKE, it is expected that

he reduction in magnitude during MY 25 should be not as great

s for the terms that can be affected by changes in opacity, since

he geopotential flux term would transport EKE that already exists

rior to the onset of increased optical depth. 

Geopotential flux is weak at the surface and stronger above

0 Pa (not shown). Meridionally, convergence is favored between

00 °E and 150 °E in all years while the strongest divergence oc-

urs just to the west between 0 °E and 100 °E. These features can

e understood by considering the atmospheric column shrinking

ue to strong ascent over Arabia Terra followed by the atmospheric

olumn stretching to the east of that plateau. As the atmospheric

olumn shrinks on ascending over Arabia Terra, divergence must

ake place to preserve mass, and the converse is true as parcels
escend on the leeward side of the plateau. The convergence on

he downstream side of the high topography is reflective of the lee

yclogenesis found by Greybush et al. (2013) . In MY 24, this pat-

ern repeats with the Tharsis Plateau. There is strong convergence

est of 240 °E with strong divergence just to the east. 

.2.3. Baroclinic energy conversion 

Baroclinic energy conversion plays a key role in sustaining

ynoptic-scale systems in the martian atmosphere and is charac-

erized by the upward and poleward transport of heat. The zonal

left) and meridional (right) averages of −〈 ω 

′ α′ 〉 are shown in

ig. 7 . Zonally, there exists a single maximum in each Mars year

entered along 60 °N. The vertical placement differs between years:

n MY 24, the maximum is located near 500 Pa, but is above

00 Pa in MY 26. The MY 25 maximum is so weak as to not have

 well defined absolute maximum. A minimum in BCEC exists in

he upper levels near 40 Pa in MY 24 and 25, but the feature is

eaker in MY 26. This low-dust-loading behavior was also echoed

n the baroclinic conversion found by Greybush et al. (2013) . As in

13, this minimum can be partially explained by GFC in those re-

ions; convergence of heights in those areas forces subsidence. The

CEC term becomes negligible at all latitudes and longitudes above

0 Pa. (not shown). 

In the meridional direction, the preferred regions of BCEC occur

ainly between 0 °E and 200 °E (throughout Utopia Planitia and

mazonis Planitia), with a second area near 320 °E (along the

outhern edge of Acidalia Planitia) below 100 Pa. The height of

he maximum areas of BCEC again differs between years. In MY

4, the conversion area is much shallower and is located below

00 Pa. In MY 25 and 26, maxima occur along and above 10 Pa,

ith a maximum in MY 26 at 100 °E and 30 Pa, which is located

here the strongest minimum occurs in MY 24. The upper level

inimum in BCEC in MY 24 can be explained again by considering

he GFC term. The results for MY 25 and 26 agree with those of

13 on a secondary maximum of BCEC above 100 Pa near 100 °E. 

The BCEC term is substantially reduced in MY 25 compared to

Y 24 and 26, with the MY 25 maximum at 60 °N reduced by an

rder of magnitude compared to the clear years. Additionally, the
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Fig. 8. Vertical cross sections of the time-mean ( L s = 200 –230 °) of the zonal mean (left column) and meridional mean (right column) of geopotential flux convergence, 

−∇ 3 · v ′ 
3 
φ′ . The meridional mean is computed for the 57.5–82.5 °N latitude band. Results are shown for MY 24 (top), MY 25 (middle), and MY 26 (bottom). Contours show 

the standard deviation of the geopotential height (gpm). 

Fig. 9. Vertical cross sections of the time-mean ( L s = 200 –230 °) of the zonal mean of the vertical heat flux, −T ′ ω 

′ , (left column) and meridional heat flux, T ′ v ′ , (right 

column). Results are shown for MY 24 (top), MY 25 (middle), and MY 26 (bottom). Contours show temporal mean of vertical motion (100 μ Pa/s) (left) and temporal mean 

of temperature field (K) (right). 
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positive energy conversion in the meridional average west of 200 °E
in MY 24 and 26 is absent in MY 25. 

4.2.4. Heat flux 

Baroclinic instability is characterized by poleward and vertical

transport of heat. The reduction in heat flux in MY 25 (middle row)

compared to MY 24 (top) and MY 26 (bottom) is shown in Fig. 9 .

The vertical heat flux, −T ′ ω 

′ , is at left, and the meridional flux,

T ′ v ′ , is at right. Each year contains areas of coincident vertical and

poleward heat flux between 40 °N and 70 °N. MY 24 contains the
trongest vertical fluxes, followed by MY 26; MY 25 has substan-

ially weakened vertical fluxes, suggesting that some mechanism

s suppressing the conversion of eddy available potential energy

nto eddy kinetic energy. The vertical flux is confined to between

he surface and 100 Pa, and no downward flux is observed. The

eridional flux displays the same reduction in strength from MY

4 to 26 to 25 with the strongest flux confined between 800 and

00 Pa. MY 26 has slightly stronger vertical and meridional fluxes

bove 200 Pa, which explains the height of the BCEC maximum in

Y 26. The pattern of reducing heat flux in the surface to 100 Pa
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Fig. 10. Vertical cross sections of the time-mean ( L s = 200 –230 °) of the zonal mean (left column) and meridional mean (right column) of the Eady index. The meridional 

mean is computed for the 57.5–82.5 °N latitude band. Results are shown for MY 24 (top), the difference between MY 25 and MY 24 (middle), and the difference between MY 

25 and MY 24 (bottom). 
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egion from MY 24 to 26 to 25 can be attributed to the increasing

ustiness from one year to the next, altering the vertical tempera-

ure profile. 

.2.5. Eady index 

To help explain the underlying cause of the reduced heat fluxes,

nd thus the reduced baroclinic energy conversion, the structure

f the baroclinic instability itself must be explored. There are three

easons that BCEC could be reduced: (i) the static stability of the

tmosphere is increased, (ii) the vertical wind shear is weakened,

r (iii) some other mechanism prevents the development of per-

urbations that could efficiently convert available potential energy

nto eddy kinetic energy. 

The Eady index, σ , ( Hoskins and Valdes, 1990 ) is often used to

uantify the sensitivity of the flow to baroclinic instability. It is de-

ned as the ratio between the vertical shear in the zonal wind and

he Brunt–Väisälä frequency ( N ), a measure of static stability, such

hat 

= 0 . 31 f 

(
∂u 

∂z 

)
( N ) 

−1 
, (9)

here u is the zonal wind component, and f is the Coriolis param-

ter. N is defined as 

 = 

(
g 

θv a 

∂ θv a 

∂z 

) 1 
2 

(10) 

here g is the gravitational constant, and θ va is the ambient virtual

otential temperature. A higher Eady index indicates a stronger

ensitivity of the flow to baroclinic instability. 

The left column of Fig. 10 shows a vertical cross section of the

onal average of the Eady index, and the right column is a merid-

onal average for a latitudinal band of 57 . 5 –82 . 5 ◦N. Shown are MY

4 (top), the difference between MY 25 and MY 24 (middle), and

he difference between MY 26 and MY 24 (bottom). The meridional

ross section is restricted to the 57 . 5 –82 . 5 ◦N band as that is where

 vertical average of the Eady index (not shown) and BCEC ( Fig. 6 ,
econd row) are at a maximum. In the zonal direction, all three

ears show large-scale similarity with the absolute maximum in a

arrow band at the surface extending from 40 ◦N to 80 ◦N. Large in-

ex values protrude vertically from the surface at 50 °N polewards

o 60 °N at ∼70 Pa. MY 26 is slightly weaker below 300 Pa and

lightly stronger above 300 Pa near the pole but does not deviate

ubstantially from the MY 24 average. MY 25 has larger Eady index

bove 300 Pa between 60 ◦N and 80 ◦N but much weaker surface to

00 Pa values. This lower area is responsible for the reduced heat

uxes in Fig. 9 . 

To further investigate the inhibition of energy conversion, the

ime-mean vertical Brunt–Väisälä frequency profile (top), verti- 

al wind shear (middle), and potential temperature gradient (bot-

om) for L s = 200 –230 ° for each MY are shown in Fig. 11 . Above

00 Pa, both the static stability and the vertical wind shear are

ncreased in MY 25 compared to MY 24 and 26. [Note that the in-

reased vertical wind shear above 300 Pa in MY 25 is the result

f the strengthened westerlies, which keep an approximate ther-

al wind balance with the increased meridional temperature gra-

ient ( Fig. 2 ).] Below 300 Pa, which is the area of greatest eddy

eat flux ( Fig. 9 ), both the static stability and vertical wind shear

ct together in lowering the Eady index in MY 25. Between 500

nd 300 Pa, the Brunt–Väisälä frequency is larger in MY 25, with

Y 26 in between MY 24 and 25. The higher stability is due to

he altered vertical temperature profile. Potential temperatures are

ower in the 50 0–20 0 Pa layer in MY 25, and consequently, the

otential temperature gradient is larger from 500 Pa up in MY 25

 Fig. 11 , bottom panel). MY 26 having a stability profile between

hat of MY 24 and MY 25 is the result of the regional dust storm

t L s = 215 ◦, which contributes to the warmer temperature pro-

le in MY 26 compared to MY 24. Between 500 and 800 Pa, the

ertical wind shear is reduced in MY 25 from MY 24, with MY

6 between. The reduction in shear is the result of increased sur-

ace winds in dust storm years ( Haberle et al., 1993 ), which re-

uces the difference between winds at the top of the boundary

ayer and below the westerly jet, limiting the shear. Above 200 Pa,
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Fig. 11. Brunt–Väisälä frequency vertical profile (top), vertical wind shear (middle), 

and potential temperature gradient (bottom) for the time-mean L s = 200 –230 ° of 

the 57.5–82.5 °N latitude band. 
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the Brunt–Väisälä frequency is smaller in MY 26, which explains

the increased heat fluxes aloft compared to MY 24. 

4.2.6. Barotropic energy conversion 

Barotropic energy conversion is found to be a major sink of

EKE, especially near 10 Pa. Fig. 12 displays the zonal (left pan-

els) and meridional (57.5–82.5 °N band) (right panels) averages of

the time-mean of barotropic energy conversion for the L s = 200 –

230 ° period. Zonally, there are two separate minima: one between

30 °N and 60 °N above 50 Pa and another near 70 °N between 10 Pa

and 100 Pa. The secondary minimum is collocated with the axis

of highest EKE ( Fig. 7 , contours). This suggests that the baroclinic

eddies transfer kinetic energy to the basic flow, strengthening the

jet, similar to that found by K13 and terrestrially ( Orlanski and

Katzfey, 1991 ) with the rate of growth baroclinically similar to the

rate of decay barotropically as found by Simmons and Hoskins

(1978) . The meridional areas of negative BTEC coincide with the

strongest zonal winds (contoured). Each Mars year has two areas

where BTEC transfers kinetic energy from the eddies to the flow

that strengthens the westerly jet. These areas are located near 90 °E
and 290 °E, with the western MY 25 maximum shifted to 150 °E. An
xception is the eastern maximum in MY 26 that has positive BTEC

ocated on the upstream side of the zonal wind maximum, but the

onal wind maximum associated with that area is the weakest of

he maxima. Here, kinetic energy is being transferred from the jet

o the eddies, weakening that jet maximum in MY 26. 

The non-barotropic nature of the non-GDS years follows that

ound by Barnes et al. (1993) and is in contrast to Banfield

t al. (2004) , who found that the waves weakened rather than

trengthened the jet while shifting its center either north or south.

e attribute the discrepancy between the results presented here

nd Banfield et al. (2004) to differences between direct observa-

ions and reanalyses. The TES observations used by Banfield et al.

2004) are insensitive to the bottom scale height – the usual

ource of BCEC. Those observations favor the detection of activity

igher in the atmosphere where BTEC is more prevalent. Though

Y 24 and MY 26 are more in character with the baroclinic sit-

ation of Barnes et al. (1993) , a slightly more barotropic situation

xists for MY 25. While the BTEC is still negative, the magnitude

s reduced. As will be shown in discussing the development of an

ndividual eddy in MY 25, the weaker magnitude of the BTEC av-

rage in MY 25 is not simply a matter of less EKE transferred to

he mean flow ( Fig. 7 , contours) but that the BTEC plays a more

rominent role in the generation of EKE at some times and loca-

ions than in the other two years. 

.2.7. Transport 

Finally, the EKE advection term does contribute to the trans-

ort of EKE across the hemisphere, as is shown in Fig. 13 . In the

eridional average, the transport term redistributes the EKE simi-

arly to the GFC term. That is, energy is transported from the main

CEC areas, namely near 60 °E and 200 °E ( Fig. 7 ) downstream to

50 °E and 300 °E, mostly near 10 Pa. EKE transport by the flow and

FC elongate the region of highest EKE to the east, so much so

hat in MY 24, a strong band of EKE ( > 120 J/kg) exists around the

ntire 70 °N latitude circle (see top left panel of Fig. 6 ). The east-

ard stretching of the high EKE region is well known from terres-

rial studies (e.g. Chang, 1993 ). Zonally, the EKE transport and GFC

erms are also reinforcing. The role of the transport processes be-

omes even more transparent when the two transport terms are

ombined ( Fig. 13 , contours). In the zonal average, the combined

ransport terms can be seen to be at a maximum near 10 Pa in

he regions south of the highest EKE, between 40 °N and 50 °N. En-

rgy is taken out of the main generation area and deposited to the

outh, extending the area of EKE southward. Closer to the surface

he negative region extends equator-ward with a region of weakly

ositive EKE transport near the pole, but the combined transport

 Fig. 13 , contours) shows no such near surface secondary maxi-

um as the GFC is weak near the pole in the zonal average. 

. Contrasting prototypical waves in clear and dust storm years 

.1. MY 24 example storm 

To further elucidate the differences between EKE generation

rocesses in dust and clear periods, a typical wave from each

Y 24 and MY 25 is contrasted. They are indicated on Fig. 3 by

ines A and B, respectively. We begin with a MY 24 energy center,

hich is generated from downstream development beginning at

 s = 206 . 6 ◦, and follow its progression until L s = 209 . 1 ◦ ( Fig. 14 ,

eft column). Each panel advances time by 0.5 Sol compared to

he panel above. The EKE packet is initiated to the northeast of

rabia Terra and propagates eastward at a rate of approximately

0 ° Sol −1 until it dissipates after completing nearly one circumnav-

gation. This is typical of storms in the clear years with the area of

evelopment and dissipation and its generation terms duplicated

ultiple times over the study period. These preferred areas of
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Fig. 12. Vertical cross sections of the time-mean ( L s = 200 –230 °) of the zonal mean (left column) and meridional mean (right column) of barotropic energy conversion, 

−v ′ · ( v ′ 3 · ∇ 3 ) v m − v ′ · ( v ′ 
3 

· ∇ 3 ) v ′ . The meridional mean is computed for the 57.5–82.5 °N latitude band. Results are shown for MY 24 (top), MY 25 (middle), and MY 26 

(bottom). Contours show zonal average zonal wind (m/s) (left) and meridional average zonal wind (m/s) (right). 

Fig. 13. Vertical cross sections of the time-mean ( L s = 200 –230 °) of the zonal mean (left column) and meridional mean (right column) of EKE transport, −∇ · v K e . The 

meridional mean is computed for the 57.5–82.5 °N latitude band. Results are shown for MY 24 (top), MY 25 (middle), and MY 26 (bottom). Contours show average total EKE 

transport, −∇ · v K e − ∇ 3 · v ′ 
3 
φ′ (mJ/kg/s). 
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evelopment are locations of lee cyclogenesis ( Greybush et al.,

013 ) and are the storm tracks noted by Hollingsworth and Barnes

1996) , Banfield et al. (2004) , Wang et al. (2005) , Basu et al. (2006) ,

nd Hinson and Wang (2010) . 

The two transport terms are also shown in Fig. 14 . The GFC

s the middle column, and the EKE transport term is at right.

he GFC term is the largest local contributor to the transport of

KE. As in the terrestrial atmosphere, the geopotential flux is the

nitiator of EKE generation. In the initial phase of development,

he generation of EKE is preceded by GFC (top row). At the
ext step (row two), the GFC maximum has an EKE maximum

lightly downstream, and they travel together as time progresses,

ollowing the development paradigm of ( Orlanski and Sheldon,

995 ). As the positive region of GFC grows, the EKE grows slightly

ownstream. However, as the region of positive GFC grows in size

nd magnitude, an upstream region of geopotential flux divergence

ntensifies concurrent with the initial region of geopotential flux

onvergence decaying. The couplet changes in magnitude and

ize proportionally so that their net contribution is approximately

ero. An additional, weaker couplet of GFC forms downstream of
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Fig. 14. Time series of vertical, pressure-weighted averages of eddy kinetic energy (left) with topography contoured as in Fig. 6 , geopotential flux convergence (middle) with 

baroclinic energy conversion contoured at 0.008 J/kg/s increments and negative values dashed, and eddy kinetic energy transport (right) with barotropic energy conversion 

contoured at 0.008 J/kg/s increments and negative values dashed for a 4-Sol period traveling wave in MY 24 beginning at L s = 206 . 6 ◦ and continuing at 0.5 Sol steps until 

L s = 209 . 1 ◦ . 
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the main couplet that helps to disperse energy downstream to

trigger further downstream development ( Orlanski and Katzfey,

1991 ). This is consistent with the numerical study of Orlanski and

Chang (1993) , who found multiple regions of GFC developed after

the initial disturbance. The EKE transport term is weaker and has

the opposite sign in areas of strongest GFC with a correlation of

−0 . 62 between the pressure-averaged EKE transport and GFC at
he middle time step. The transport term propagates the energy

astward from the upstream to the downstream side of the wave

s the GFC accumulates energy on the upstream side of the wave. 

The generation terms are contoured in Fig. 14 . The BCEC (mid-

le column contoured in 0.008 J/kg/s increments) is a source of

KE during the growth phase of the wave packet. The BTEC (right

olumn contoured in 0.008 J/kg/s increments) acts as a sink during
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Fig. 15. Time series of the meridional average of eddy kinetic energy (left) with barotropic energy conversion contoured in 0.006 J/kg/s increments and negative values 

dashed and geopotential flux convergence (right) with baroclinic energy conversion contoured in 0.006 J/kg/s increments and negative values dashed in the 57.5–82.5 °N 

latitude band for the wave in Fig. 14 . 
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he decay phase of the storm. Both of these processes are smaller

n magnitude than either of the transport terms. The growth of the

KE maximum occurs due to the input of energy through baro-

linic conversion, though the geopotential flux initiates that baro-

linic conversion. The top row shows only a weak area of BCEC

t the initial time step. Once BCEC begins, the center of BCEC

rows quickly as it crosses Utopia Planitia, intensifying the EKE

aximum. The baroclinic growth explains the strengthening cou-

let of GFC, which increases in magnitude as the transport of EKE

ncreases. Thus, GFC initiates BCEC, but the baroclinic growth of

he EKE is why the geopotential flux increases in magnitude. The

CEC intensifies until the BTEC begins increasing to the north of

he Tharisis Plateau (row three). In row five, the BTEC reaches a

inimum, and the EKE packet begins to dissipate. 

The baroclinic growth of the EKE is dependent on the ability of

aves of the type depicted in this section to simultaneously trans-

ort heat towards the pole (converting available potential energy

f the mean flow to eddy available potential energy) and verti-

ally (converting the eddy available potential energy to EKE). Next,

he continually increasing EKE must be transported downstream.

his is not accomplished by the mean flow ( Orlanski and Katzfey,

991 ) but via propagation by the GFC. Convergence of geopotential

eights behind the eddy convert EKE into potential energy, and di-
ergence of geopotential heights ahead of the eddy converts that

otential energy back into EKE. [Note that in the text we have re-

erred to positive values of the GFC term as convergence and nega-

ive values as divergence due to the minus sign in front of the GFC

erm.] The wave propagates to the east towards the Tharsis Plateau.

he direction of horizontal and vertical heat fluxes reverse as flow

xpands into Acidalia Planitia, but from Fig. 7 we see the longitu-

inal average of BCEC is still positive on the at 300 E. Instead of

ransporting warm perturbations north and up, the topography is

elping transport cold perturbations south and down. 

The vertical structure of the wave is shown in Fig. 15 . The

trongest EKE ( Fig. 15 , left column), GFC ( Fig. 15 , right column),

nd BCEC ( Fig. 15 , contoured right column) are collocated during

he strengthening phase of the eddy. The GFC and the BCEC both

how westward tilts with height, as expected of a wave converting

otential energy into EKE (e.g. Orlanski and Sheldon, 1995 ). The

CEC takes place mostly in a layer between 300 and 10 Pa but ex-

ends below 500 Pa. The GFC precedes the development of strong

CEC, and the GFC maximum precedes the EKE maximum by about

.5 Sol, similarly to that found by Ahmadi-Givi et al. (2014) . The

ost negative BTEC ( Fig. 15 , contoured left column) is confined

o above 300 Pa, which is expected as this is the height of the

esterly jet. Once the BTEC fades away from near the system, the
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Fig. 16. Time series of vertical, pressure-weighted averages of eddy kinetic energy (left) with topography contoured as in Fig. 6 , geopotential flux convergence (middle) with 

baroclinic energy conversion contoured at 0.008 J/kg/s increments and negative values dashed, and eddy kinetic energy transport (right) with barotropic energy conversion 

contoured at 0.008 J/kg/s increments and negative values dashed for a 4-Sol period traveling wave in MY 25 beginning at L s = 201 . 1 ◦ and continuing at 0.33 Sol steps until 

L s = 202 . 7 ◦ . 
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geopotential flux convergence, which had been sustaining the sys-

tem, switches to geopotential flux divergence as the wave contin-

ues to dissipate. 

5.2. MY 25 example storm 

We now contrast the MY 24 disturbance, which shows a similar

structure to that of the storm in K13 and to terrestrial waves, to a

local storm during the GDS of MY 25. The disturbance examined

below is similar in form and duration to several other systems in

MY 25 including a storm from L s = 211 –214 °, another L s = 218 –

221 °, and several other weaker systems. An area of EKE is initi-

ated in the same region as in the MY 24 case, northeast of Ara-

bia Terra ( Fig. 16 , left column) at L s = 201 . 1 ◦. The EKE maximum

propagates eastward at approximately 80 ° Sol −1 (note each panel
dvances at 0.33 Sol). The wave then dissipates after L s = 202 . 7 ◦

ust west of Arabia Terra. 

The GFC and EKE transport terms exhibit similar shapes and

agnitudes relative to the EKE maximum as the MY 24 storm.

FC ( Fig. 16 , middle column) precedes any BCEC or BTEC. Once the

ave packet is initiated, the GFC grows in concert with the EKE,

nd additional couplets develop upstream and downstream of the

ain GFC couplet. As in MY 24, the transport term ( Fig. 16 , right

olumn) serves mostly as a local sink of EKE in the main area of

KE with a maximum directly downstream. 

The primary differences between the MY 25 and MY 24 waves

re the growth and decay mechanisms. The BCEC plays a lesser

ole in the strengthening of the EKE in MY 25 ( Fig. 16 , contoured

iddle column), though there are weak areas of BCEC throughout

he growth of the wave. The BCEC only becomes a factor well into
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Fig. 17. Time series of the meridional average of eddy kinetic energy (left) with barotropic energy conversion contoured in 0.006 J/kg/s increments and negative values 

dashed and geopotential flux convergence (right) with baroclinic energy conversion contoured in 0.006 J/kg/s increments and negative values dashed in the 57.5–82.5 °N 

latitude band for the wave in Fig. 16 . 
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he development of the storm (sixth panel from top). This is unsur-

rising, as temperatures aloft are much warmer even at the begin-

ing of the study period in MY 25 ( Fig. 2 ), which has the effect of

uppressing baroclinic instability by increasing static stability. De-

pite the reduced BCEC, the EKE attains a similar maximum mag-

itude as in the MY 24 storm. The reason for this is BTEC ( Fig. 16 ,

ontoured right column), which unlike the MY 24 case, is positive

uring the development of the EKE packet. The EKE attains a mag-

itude similar to that for the MY 24 case, because the level of EKE

epends on the difference between BCEC and BTEC rather than the

agnitudes of each term ( Simmons and Hoskins, 1980 ). However,

TEC does become a sink of EKE once the EKE packet reaches the

harsis Plateau as in the MY 24 case. This pattern of weaker BCEC

ompensated by positive BTEC during development is a character-

stic of storms in the GDS year. 

The EKE has a deeper vertical structure in the MY 25 case

han in the MY 24 case ( Fig. 17 , left column). A positive, am-

lifying pattern of EKE descends from 30 Pa at the second time

tep to 300 Pa at the sixth time step, which coincides with the

ne BCEC maximum ( Fig. 17 , contoured right column). The GFC

 Fig. 17 , right column) exhibits less tilt with height, a conse-

uence of the reduced baroclinicity, and step seven shows an east-

rly tilt with height just before the barotropic decay begins. Also

trong geopotential flux divergence remains throughout the exis-
 t  
ence of the eddy, unlike the MY 24 case where divergence only

ccurred once the eddy began to decay. The BTEC ( Fig. 17 , con-

oured left column) corroborates the finding above that the wave

s a mixed barotropic/baroclinic wave; that is, the wave grows by

oth barotropic and baroclinic energy conversion. A tongue of pos-

tive BTEC grows from near 10 Pa to 400 Pa during the growth

hase of the eddy. As the wave progresses, a downstream region

f negative BTEC then takes over to hasten the decay of the wave 

. Intensities 

The global-scale dust storm has a profound effect on the

mount of EKE generated by the baroclinic waves. Fig. 18 shows

he volume-integrated EKE and its generation terms for each MY

n the 22.5–82.5 °N band. MY 24 (blue) and MY 26 (green) main-

ain higher background levels of EKE throughout the L s = 200 –

30 ° period than MY 25 (red). However, MY 26 does show reduced

KE similar to MY 25 after L s = 220 ◦. Though the background lev-

ls are reduced in MY 25, the maximum intensity of the storms

s not diminished. The number of strong EKE generation events is

educed instead so that the EKE is generated in short bursts in

Y 25. Three major events are clear: L s = 201 –203 °, L s = 214 ◦,
nd L s = 227 –228 ° with other smaller events. This is contrasted

o the two other years that have a higher background EKE level
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Fig. 18. Time series of the volume integrated EKE and EKE equation terms for the 22.5–82.5 °N latitude band for MY 24 (blue), MY 25 (red), and MY 26 (green). (For 

interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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with more frequently repeating EKE events. A qualitative counting

of large EKE events in each year shows three large events in MY 25

and six events each in MY 24 and 26. Thus, the frequency of large

EKE events is roughly halved in MY 25. A power spectrum (not

shown) of the pressure-averaged EKE time series shows a peak at

frequencies of five and six for MY 24 and 26 and a dominant peak

at three for MY 25. 

The MY 25, L s = 214 ◦ event is unusual. The EKE spikes sharply

and then falls to its background level equally as quickly. Concurrent

spikes are recognized in the transport, BCEC, GFC, and BTEC terms.

This storm defied analysis as the associated residue (not pictured)

was larger than sum of the energy conversion and transport terms,

and the EKE appeared to spontaneously develop across a large lat-

itudinal and longitudinal swath simultaneously (30–70 °N and 180–

270 °E). The timing of the system does not fall in a gap of TES re-

trievals, but retrievals are unavailable north of 30 °N ( Montabone

et al., 2014 , Fig. 2). In an attempt to explain this storm, the afore-

mentioned analysis was duplicated on a beta-version of the EMARS

reanalysis ( Greybush et al., 2012 ). This particular storm was not

present in the EMARS reanalysis. Thus, the MY 25, L s = 214 ◦

storm may be an artifact of the MACDA reanalysis as a result of

the bias encountered in the MY 25 GDS found in Montabone et al.

(2006) . 

The two transport terms remain close to zero at almost all

times for all three years. This is expected as the transport and GFC

terms only move EKE and cannot be ultimate sources or sinks. In-

tegrating the plots of Fig. 18 across time gives values of GFC and

direct transport one to two orders of magnitude smaller than that

of the energy conversion terms. 

The BCEC term is nearly always positive for all three years but

never climbs above 0.75 J/kg/s during MY 25. Conversely, MY 24

and 26 show periodic BCEC events with the volume integrated

BCEC correlated to the volume integrated EKE at 0.67, 0.51, and

0.77 for years 24, 25, and 26, respectively, at a zero time-step lag.

Also note that in all years near L s = 230 ◦, BCEC is reduced com-

pared to L s = 200 ◦, reflective of the reverse of the tilt of the po-

lar front between the two time periods and decrease in meridional
emperature gradient, stabilizing the atmosphere to baroclinic in-

tability (see Fig. 2 ). The BTEC experiences similar values and fluc-

uations from the mean for each year. Average values are nega-

ive but occasionally become positive during large EKE generation

vents. During MY 25, the BTEC experiences a reduced number of

ositive events and is closer to zero on average. The reduced mag-

itude of BTEC is attributable to two causes. One, a sink of EKE

ill be smaller if there is less EKE generated, and two, the relative

igher average of BTEC during MY 25 is due these periodic areas

f positive BTEC during transient waves being averaged into the

olume integrated total at each time step. 

. Conclusions 

The dynamics and energetics of transient waves during the late

all season in the northern hemisphere of the atmosphere of Mars

ere investigated during three Mars years. MACDA provided the

eanalysis data for the comparison of two years without global-

cale dust storms (MY 24 and MY 26) to a year with a global-scale

ust storm (MY 25). The eddy kinetic energy equation was the pri-

ary tool used for the analysis of the data. In comparing the three

ears, the following conclusions can be drawn: 

The waves of the clear years of MY 24 and MY 26 show eddy

inetic energy growth and decay mechanisms similar to those that

ere described by Kavulich et al. (2013) . Below 10 Pa, waves gen-

rate eddy kinetic energy primarily by baroclinic energy conver-

ion. Barotropic energy conversion acts mostly as a sink of eddy

inetic energy downstream of the main regions of baroclinic en-

rgy conversion, though it can act as a source of eddy kinetic

nergy directly west of the Tharsis Plateau, extending the storm

rack downstream of the main baroclinic energy conversion re-

ions. Geopotential flux convergence provides the triggering mech-

nism for wave development and baroclinic energy conversion and

lso plays a role in the decay of waves. 

In the global-scale dust storm year of MY 25, the intensity

f baroclinic energy conversion is substantially reduced due to

ecreased vertical wind shear between 50 0 and 80 0 Pa. Further
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nhibition of eddy heat fluxes results from the more isothermal,

tatically stable atmosphere above 500 Pa. This leads to a weaker

ensitivity of the atmosphere to baroclinic instability. This weaker

ensitivity reduces the frequency of storms to roughly half of that

uring non-dust-storm years. However, compared to MY 24 and 26,

he absolute intensity of the individual eddy kinetic energy gener-

tion events does not decrease. The storms during MY 25 become

ixed baroclinic/barotropic: the waves gain energy both baroclin-

cally and barotropically and lose it barotropically. Once the wave

egins to lose energy barotropically, it begins to generate energy

aroclinically, which compensates for the loss of EKE due to BTEC. 

Future research plans include an extension of the study period

o include the second maximum in wave activity during the late

inter period, a comparison of the energetics of high eddy activity

eriods to that of the solsticial pause, and an expansion of these

nalyses to the southern hemisphere. Moreover, we hope to du-

licate the analysis found here to additional reanalysis datasets as

hey become available. 
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