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S U M M A R Y
We present a series of 2-D numerical models of viscous flow in the mantle wedge induced by
a subducting lithospheric plate. We use a kinematically defined slab geometry approximating
the subduction of the Philippine Sea plate beneath Eurasia. Through finite element modelling
we explore the effects of different rheological and thermal constraints (e.g. a low-viscosity
region in the wedge corner, power law versus Newtonian rheology, the inclusion of thermal
buoyancy forces and a temperature-dependent viscosity law) on the velocity and finite strain
field in the mantle wedge. From the numerical flow models we construct models of anisotropy
in the wedge by calculating the evolution of the finite strain ellipse and combining its geometry
with appropriate elastic constants for effective transversely isotropic mantle material. We then
predict shear wave splitting for stations located above the model domain using expressions
derived from anisotropic perturbation theory, and compare the predictions to ∼500 previously
published shear wave splitting measurements from seventeen stations of the broad-band F-net
array located in southwestern Japan. Although the use of different model parameters can have
a substantial effect on the character of the finite strain field, the effect on the average predicted
splitting parameters is small. However, the variations with backazimuth and ray parameter of
individual splitting intensity measurements at a given station for different models are often
different, and rigorous analysis of details in the splitting patterns allows us to discriminate
among different rheological models for flow in the mantle wedge. The splitting observed in
southwestern Japan agrees well with the predictions of trench-perpendicular flow in the mantle
wedge along with B-type olivine fabric dominating in a region from the wedge corner to about
125 km from the trench.

Key words: deformation, finite-element methods, seismic anisotropy, shear wave splitting,
subduction zone, upper mantle.

1 I N T RO D U C T I O N

Subduction zones, regions where slabs of dense oceanic lithosphere
descend into the deeper mantle, are among the most complicated
tectonic environments on Earth, and even first-order aspects of their
structure and dynamics are not well understood (Stern 2002). For
example, the pattern of flow that is induced in the mantle wedge due
to viscous coupling with the downgoing slab, flow around the slab
edge, or the forces associated with slab rollback are in general not
well constrained for subduction systems. One tool for probing the
geometry of deformation associated with subduction is the measure-
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ment of shear wave splitting, a consequence of seismic anisotropy.
Anisotropy in the upper mantle can arise when mantle material,
composed of individual anisotropic mineral crystals, is subjected
to strain and develops a lattice preferred orientation (LPO). If the
relationships among deformation, LPO, anisotropy and shear wave
splitting are known or assumed, then measurements of shear wave
splitting at seismic stations located above subduction zones can shed
light on the style of mantle deformation associated with subduction.

Upper-mantle anisotropy related to deformation in subduction
zone environments has been well-documented in a variety of re-
gions (e.g. Ando et al. 1983; Fischer et al. 1998; Smith et al. 2001;
Anderson et al. 2004; Currie et al. 2004; Anglin & Fouch 2005;
Long & van der Hilst 2005, 2006); however, quantitative interpre-
tation of shear wave splitting measurements in the context of a
subduction zone is not straightforward. The character of splitting
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observations varies greatly from region to region (see Wiens &
Smith 2003 for a review), and the interpretation of splitting ob-
servations is non-unique because there are many different processes
that could potentially contribute to anisotropy (e.g. Park & Levin
2002). For example, both trench-parallel (e.g. Russo & Silver 1994;
Gledhill & Gubbins 1996; Peyton et al. 2001; Anderson et al. 2004)
and trench-perpendicular (e.g. Fischer & Yang 1994; Currie et al.
2004) fast directions have been observed in different regions. Several
studies have noted a change in orientation of the fast splitting direc-
tion from trench-parallel close to the trench to trench-perpendicular
farther from the trench (Margheriti et al. 1996; Smith et al. 2001;
Nakajima & Hasegawa 2004; Long & van der Hilst 2005), although
the opposite trend has also been observed (Levin et al. 2004). This
diversity, along with the complexity of splitting patterns measured
at individual stations (e.g. Helffrich et al. 2002; Long & van der
Hilst 2005; Pozgay et al. 2007), is difficult to explain with a simple
model for anisotropy. In contrast, the ridge-normal fast directions
observed at oceanic spreading centres are relatively well understood
and well explained by a simple model (e.g. Wolfe & Solomon 1998;
Harmon et al. 2004).

A promising approach towards a rigorous interpretation of shear
wave splitting measurements is to compare them with the predic-
tions of numerical and experimental flow models and thus narrow
the class of plausible models that can explain a given dataset. This
approach has been taken for both global- and regional-scale prob-
lems (e.g. Becker et al. 2003; Behn et al. 2004) as well for the spe-
cific problem of subduction zone deformation (Fischer et al. 2000;
Hall et al. 2000; Blackman & Kendall 2002). Much progress has
been made recently on the problem of modelling subduction zone
deformation (see van Keken 2003 for a review). Various numeri-
cal modelling studies have employed both kinematically (Hall et al.
2000; Rupke et al. 2004) and dynamically (Kincaid & Sacks 1997;
Billen et al. 2003) driven slabs. Recent modelling studies have ex-
plored the effect of temperature-dependent viscosity (Eberle et al.
2002), a low-viscosity wedge (Billen & Gurnis 2001) and backarc
spreading (Conder et al. 2002) on the pattern of flow in the mantle
wedge. The effects of dehydration reactions and fluid release on the
dynamics of the wedge have also been explored through numerical
modelling studies (van Keken et al. 2000; Rupke et al. 2004; Arcay
et al. 2005). The 3-D pattern of flow associated with phenomena
such as slab rollback has been explored mainly through laboratory
studies (Buttles & Olson 1998; Funiciello et al. 2003; Kincaid &
Griffiths 2004; Funiciello et al. 2006). Finally, the possible pres-
ence of B-type olivine fabric in the mantle wedge, which would
cause fast splitting directions to be oriented perpendicular to the
prevailing flow direction (Jung & Karato 2001; Karato 2003), has
been explored using numerical models (Kneller et al. 2005, 2007).

In this study, we compare the predictions from a suite of
2-D numerical subduction zone models with shear wave splitting
measurements from 17 broad-band stations in southwestern Japan.
These stations, located on islands in the Ryukyu Arc and on the
islands of Kyushu and southernmost Honshu, overlie the subduc-
tion of the Philippine plate beneath Eurasia. We previously exam-
ined the splitting of teleseismic shear phases at sixteen of these
stations (Long & van der Hilst 2005) and noted a change from gen-
erally trench-parallel fast directions close to the trench to generally
trench-perpendicular fast directions further away from the trench.
We also evaluated the splitting of direct S phases from earthquakes
originating in the Philippine slab (Long & van der Hilst 2006) and
found evidence for significant trench-parallel anisotropy in the man-
tle wedge measured at eight stations in the Ryukyu Arc. Here, we
predict shear wave splitting for a total of 460 teleseismic ray paths

and 28 local ray paths that correspond to the measurements of Long
& van der Hilst (2005, 2006) and compare those predictions to the
observed splitting.

We address four specific goals. First, we evaluate the effects of
different rheological and thermal constraints on the flow field on
simplified kinematic 2-D flow models for the Ryukyu subduction
zone. Second, we calculate the distribution of finite strain, predict
shear wave splitting for each of the flow models and compare the
model predictions to splitting measurements due to Long & van der
Hilst (2005, 2006). This allows us to evaluate how different model
parameters, which affect the distribution of finite strain in the mantle
wedge, affect the observable shear wave splitting. It also allows us
to identify models that are most consistent with the observed shear
wave splitting, which should allow us to make inferences about
the style of deformation in this region. Third, we test whether a
2-D model of the flow field associated with subduction beneath
southwestern Japan yields predictions that are broadly consistent
with the observed splitting, which would support the use of a 2-D
approximation. Finally, we briefly discuss how flow models can be
integrated with an inversion of the observed splitting intensities for
anisotropic structure (Long et al. 2007).

2 D E S C R I P T I O N O F S P L I T T I N G
DATA S E T

We use data from 17 stations of the broad-band F-net array
(http://www.fnet.bosai.go.jp); the station locations and names, along
with the geometry of the subducting Philippine Sea plate from earth-
quake hypocentres, are shown in Fig. 1(a). Splitting parameters for

Figure 1a. Station locations and tectonic setting. Locations of the 17 broad-
band F-net stations used in this study are shown as triangles. Dotted lines
indicate slab contours from Gudmundsson & Sambridge (1998). The trench
is shown with a black line, and slab contours at 100-km intervals are shown
with grey lines. The black arrow indicates the convergence direction at the
Ryukyu arc (Gripp & Gordon 2002). The location of the tomographic cross-
section shown in Fig. 2a is shown as a thick black line.
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Figure 1b. Map view of ray paths for the splitting measurements used in
this study. Black lines indicate the upper mantle portion of teleseismic ray
paths (SKS, SKKS and direct S). Grey lines indicate ray paths for earthquakes
originating within the Ryukyu slab.

teleseismic SKS, SKKS and direct S phases were measured at 16
of these stations by Long & van der Hilst (2005); splitting from
local events beneath the eight southernmost stations in the array
was investigated by Long & van der Hilst (2006). Ray paths for the
teleseismic and local phases measured in these studies are shown in
map view in Fig. 1b; Fig. c shows average teleseismic splitting pa-
rameters and local splitting for individual events. We note that many
of the stations exhibit splitting that varies with incidence angle or
backazimuth/incoming polarization azimuth, which is characteristic
of underlying anisotropic structure that is more complicated than a
simple, single horizontal layer of anisotropy (e.g. Silver & Savage
1994; Saltzer et al. 2000; Schulte-Pelkum & Blackman 2003).

Long & van der Hilst (2005, 2006) measured splitting parameters
using two different techniques: the cross-correlation method used
by, among others, Ando et al. (1983), Fukao (1984) and Levin et al.
(1999), and the multichannel method described by Chevrot (2000).
This method uses the variation in observed splitting intensity (a mea-
sure of the amount of energy observed on the transverse seismogram
component) with incoming polarization azimuth to derive average
shear wave splitting parameters (φ, δt). In this paper we use the
splitting intensities measured using the Chevrot (2000) method as a
basis for comparison between the model predictions and the split-
ting observations. For our purposes, this method has two distinct
advantages: first, the splitting function (the variations in measured
splitting intensities with incoming polarization azimuth) facilitates
the investigation of backazimuthal variations in splitting resulting
from complex anisotropic structure such as a dipping axis of symme-
try or highly heterogeneous, spatially localized anisotropy. Second,
the splitting intensity accrued along incremental sections of the ray
path can simply be summed to predict the total intensity observed at
the surface. The latter is not true in the case of the splitting param-

Figure 1c. Summary of measured splitting parameters from Long & van
der Hilst (2005, 2006). The orientation of each bar corresponds to the fast
polarization direction, and the length of each bar is scaled to the split time.
Average splitting parameters for teleseismic measurements are plotted in red
at the station locations (black circles). Stations with complicated teleseismic
splitting patterns for which there is no physically meaningful average (Cat-
egory III in Long & van der Hilst 2005) are marked with a black triangle.
Teleseismic splitting was not investigated at station YNG (marked with a
black diamond). Individual low-frequency local splitting measurements are
plotted in pink at the midpoint of the ray.

eters (φ, δt) measured using the cross-correlation technique. The
inverse splitting operator Γ–1, which rotates and shifts the horizon-
tal components of an individual seismogram to correct for the effect
of splitting, is not commutative (Silver & Savage 1994). Therefore,
the splitting intensity is a more convenient observable to work with
when evaluating splitting due to complex anisotropic structures (see
also Favier & Chevrot 2003; Chevrot et al. 2004; Favier et al. 2004).
The splitting intensity measurement also has the advantage of deal-
ing easily with null or near-null splitting; in this case, the splitting
intensity is close to zero. In contrast, the cross-correlation method
can yield inaccurate measurements when the splitting is close to
null.

The most striking features of the splitting map shown in Fig.
1(c) are the preponderance of trench-parallel fast directions mea-
sured at stations located close (less than ∼150 km) to the trench
and the apparent change in orientation of the fast directions from
trench-parallel to trench-perpendicular at stations located farther in
the backarc. Our previous analysis (Long & van der Hilst 2006)
of splitting from local events at Ryukyu Arc stations yielded fast
directions and split times that were very similar to the observed tele-
seismic splitting, suggesting that both types of measurement reflect
anisotropy in the mantle wedge above the slab. We therefore con-
cluded (Long & van der Hilst 2006) that the most likely explanation
for the observed splitting is trench-perpendicular corner flow in the
mantle wedge combined with a B-type olivine fabric that results in
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Figure 2. (a) Cross-section through the tomographic P wave speed model
of Li et al. (2006) between the surface and the base of the transition zone.
The location of the cross-section is shown on Fig. 1a. The colour bar scale
ranges from +2 per cent (blue) to –2 per cent (red) perturbations to the ak135
reference model. Earthquake hypocentres from the EHB data set (Engdahl
et al. 1998) are plotted as white circles; the dashed black line represents
the 410 km discontinuity. (b) Corresponding sketch of finite element model
setup. The model domain consists of 80 horizontal elements and 40 vertical
elements. We model depths between 50 and 900 km, after Hall et al. (2000).
There is no vertical exaggeration in the model and the width of the model
domain is 1700 km. There is a 30-fold increase in viscosity at the 660-km
discontinuity; the high-viscosity lower mantle is shown in light grey. The
Ryukyu slab is modelled as a continuous, kinematically defined feature (dark
grey) down to the 660 km discontinuity with a constant dip of 45◦. At the
top of the model domain, nodes to the left of the slab (thick black line) are
pinned; nodes to the right of the slab (thick grey line) are given a constant
horizontal plate velocity. Nodes within the slab are given a prescribed veloc-
ity consistent with the plate velocity at the top of the model. At the bottom
of the model domain, most nodes are pinned (thick black lines), with a small
section allowed to move freely (thick white line), such that material is al-
lowed to leave the model domain. The plot at the top of the figure shows the
temperature boundary condition at the top of the model domain.

a fast direction of anisotropy 90◦ from the prevailing flow direction
(Jung & Karato 2001; Karato 2003).

Here we test such a model against the detailed splitting patterns
observed at F-net stations in southwestern Japan. Our approach takes
the strain field and geometry of anisotropy obtained from purely
2-D flow models. In contrast to other models that include B-type
olivine fabric (Kneller et al. 2005, 2007), our modelling approach
does not incorporate a physical basis for the B-type fabric regime;
rather, we invoke a change in olivine fabric where the splitting data
seem to require it. The measurements due to Long & van der Hilst
(2005, 2006) are well suited to such an approach: the geographical
distribution and spacing of F-net stations provide favourable ray

path coverage across much of the mantle wedge (Fig. 1b), and the
good data coverage in backazimuth, incoming polarization azimuth,
and incidence angle allows us to evaluate and discriminate among
complex anisotropic models.

3 F L O W M O D E L L I N G F R A M E W O R K

We implement a series of 2-D models for a kinematically defined
downgoing slab using the ConMan finite element code (King et al.
1990). In the most basic model, incompressible flow in the mantle
wedge is driven only by viscous coupling between the downgo-
ing slab and the overlying mantle material. The slab dip is fixed
at 45◦ to be roughly consistent with the geometry of the subduct-
ing Philippine Sea plate as deduced from seismicity (Engdahl et al.
1998; Gudmundsson & Sambridge 1999; Syracuse & Abers 2006)
and seismic tomography (Nakamura et al. 2003; Li et al. 2006; see
Fig. 2a). Although the dip of the Ryukyu slab is considerably less
than 45◦ at shallow depths, we only model flow at depths greater
than 50 km, where the slab is fairly well described by a constant 45◦

dip (Gudmundsson & Sambridge 1999). For the nodes contained
within the subducting lithospheric slab, we impose kinematic ve-
locity boundary conditions that are consistent with plate motions.

For viscous flow in an incompressible medium, the ConMan finite
element code (King et al. 1990) solves the coupled system of equa-
tions for the conservation of momentum and energy while enforcing
an incompressibility constraint using a penalty function. Following
the notation of King et al. (1990), these equations are given by:

∇ · (ηeff (T, x, z)∇u) = −∇ P + RaT ẑ (1)

∇ · u = 0 (2)

∂T

∂t
= u · ∇T + ∇2T, (3)

which are the equations of conservation of momentum, mass and en-
ergy, respectively; eq. (2) enforces the incompressibility constraint.
Here u represents velocity, T is temperature, P is pressure (the mean
of the principal stresses of the stress tensor σi j ), t is time and ẑ is the
unit vector in the vertical direction. The effective viscosity, ηeff, is a
function of temperature and of position (x, z). All of the dimensional
material properties are combined in the non-dimensional Rayleigh
number, Ra,

Ra = gα
T d3

κη0
, (4)

where g is the gravitational acceleration, α the thermal expansivity,

T the temperature drop across the model box, d the thickness of
the model box, κ the thermal diffusivity and η0 is the (dynamic)
reference viscosity. All parameters are non-dimensionalized for use
in the ConMan input, but hereinafter we refer to their dimensional
values.

Temperature-dependent viscosity, ηeff (T), is generally written in
the form of the Arrhenius equation (e.g. Kohlstedt et al. 1995;
Conrad & Hager 1999):

ηeff (T ) = η0 exp

(
Ea

RT
− Ea

RT0

)
, (5)

where η0 is the reference viscosity, Ea is the activation energy, T 0 is
the reference temperature and R is the gas constant. We assume that
viscosity is isotropic and, therefore, described by a scalar quantity,
ηeff. Non-Newtonian rheologies are implemented in the following
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manner (King & Hager 1990): the stress–strain relationship is given
by

ε̇ = A

(
σ

σ0

)n

, (6)

where ε̇ is the second invariant of the strain-rate tensor, ε̇i j , given
by ε̇i j = 1

2

(
∂ux
∂z + ∂uz

dx

)
, σ is the second invariant of the stress tensor

σi j , σ 0 is the reference stress and n is the power-law exponent. A is
given by

A = σ0

η0 exp[(Ea + EV P)/RT ]
, (7)

where EV is the activation volume. The effective viscosity is defined
by the constitutive relation for incompressible flow:

ηeff = σ

2ε̇
. (8)

Two different forms of the effective viscosity can be defined, one
based on stress and one based on strain rate:

η
(strain rate)
eff = σ0

2A
1
n ε̇(1− 1

n )
, (9)

η
(stress)
eff = σ n

0

2Aσ (n−1)
. (10)

It is numerically efficient and stable to combine the two effective
viscosity formulations into one geometric average, in the form given
by King (1991):

ηeff = [
η

(stress)
eff

]x[
η

(strain rate)
eff

](1−x)
, (11)

where x is a weighting factor. In our models, we use values of n =
3 and x = 1/3.

We solve this system of equations using a regular grid of 80
elements in the horizontal direction and 40 elements in the verti-
cal direction, closely following the approach of Hall et al. (2000).
A sketch of the model geometry is shown in Fig. 2, along with a
corresponding slice through a tomographic P wave speed model
for the Philippine Sea slab (Li et al. 2006). We model flow in
the mantle between 50 and 900 km depth; each model block is
21.25 km2. We impose kinematic boundary conditions consistent
with the convergence speed at the Ryukyu arc (∼50 mm yr–1; Gripp
& Gordon 2002) at nodes along the top right of the model box and at
nodes within the 100 km thick downgoing slab. Other nodes along
the top of the model domain are pinned (i.e. ux,uz = 0) . Nodes
along the bottom of the model domain are also pinned, except for a
line of eight nodes (Fig. 2b) that allow material to leave the model
domain. We define a 30-fold increase in the reference viscosity η0

at a depth of 660 km in our models.
For models that include the effects of thermal buoyancy, we

assign an isothermal boundary condition over most of the top of
the model box of T top = 950 K, which corresponds to a depth of
50 km. The temperature at the bottom, T bottom, is kept at 1838 K. The
initial temperature profile is defined to follow the mantle geotherm
given by Stacey (1992). The incoming slab material at the top of
the model domain is given a fixed temperature; this temperature in-
creases linearly from T slab,left = 950 K to T slab,right = 1250 K (see
Fig. 2b). This is designed to mimic the increase in temperature with
depth of the lithospheric slab material as it ‘turns’ at the trench and
begins its descent into the mantle. We use a thermal diffusivity κ =
10–6 m s–2 and a length scale of 1000 km. In some of our models,
we implement a temperature-dependent viscosity. Following Eberle
et al. (2002), we use values that correspond to an activation energy
of ∼500 kJ mol–1, and a reference (normalizing) temperature of

1673 K; this corresponds to a decrease of four orders of magnitude
in viscosity when the temperature increases from 1343 to 1673 K.

We present five models in this paper. In the most basic model,
hereinafter referred to as Model A, flow is driven only by viscous
coupling between the downgoing slab and the ambient mantle. In
subsequent models, we add increasing complexity. Model B ex-
plores the effect on the flow pattern of adding a low-viscosity re-
gion (a viscosity reduction of two orders of magnitude) in the corner
of the mantle wedge (e.g. Billen & Gurnis 2001). Model C uses a
power-law rheology instead of a Newtonian (linear) rheology. With
Model D we explore the effects of thermal buoyancy on the mod-
elled flow and strain fields, and Model E illustrates the effect of a
temperature-dependent viscosity law.

After obtaining steady-state velocity fields for each model, we
trace streamlines through the velocity field and calculate the evolu-
tion of the finite strain along each streamline. (For the non-steady
state models that include thermal buoyancy effects, we run the model
for as many time steps as practical until we are as close as possible to
a steady-state velocity field, and use this velocity field in subsequent
calculations.) To calculate the evolution of finite strain, we follow
the approach of Hall et al. (2000), which is based on Malvern (1969)
and McKenzie (1979). In this framework, the rate of change of the
finite deformation gradient tensor F is defined as

Ḟ = LF, (12)

where L is the velocity gradient tensor. McKenzie (1979) gives a
time-centred finite difference solution to eq. (12) in the form

Fn+1 − Fn


t
= L(Fn+1 + Fn)

2
, (13)

where 
t is the time increment between steps. The deformation
gradient tensor is related to finite strain through:

B−1 = (F−1)TF−1, (14)

(Malvern 1969), where B–1 is the Cauchy deformation tensor. The
eigenvalues and eigenvectors of B–1 then give us the principal axes
and lengths of the 2-D strain ellipsoid; the stretch ratio of deformed
length to undeformed length in the direction of the maximum strain
is given by

r = 1√
λmax

, (15)

where λmax is the eigenvalue associated with the maximum finite
strain direction.

We emphasize that there are several restrictive approximations
involved in our modelling approach. We assume that flow in a sub-
duction zone is well described by a 2-D model and that the flow
field is controlled by the downdip motion of the slab. We also as-
sume that the slab is well-described everywhere by a 45◦ dip angle.
This is a considerable simplification, as a recent global compilation
of slab structure (Syracuse & Abers 2006) showed considerable
along-strike complexity in the shallow structure of the Philippine
Sea slab in this region, more so than in previous slab models (e.g.
Gudmundsson & Sambridge 1999). Subsequent work on fully 3-D
flow models for this region may clarify the relative importance of
flow out of the 2-D plane considered here, but because slab roll-
back is small and the slab geometry changes little along strike, we
expect 3-D effects to be minor in this region. We emphasize that
the objective of the work described here is to identify anisotropic
models based on a 2-D approximation that are consistent with the
shear wave splitting observed at the surface.
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Figure 3. (a) Velocity field for the basic model setup (model A). The portion of the model corresponding to depths between 50 and 660 km is shown. Arrows
correspond to velocities at individual nodes. Axis labels correspond to the depths (z) and horizontal coordinates (x) in km. (b) Streamlines traced through the
velocity field displayed in (a). Alternating colours are for clarity. (c) Finite strain ellipses calculated for model A along the streamlines shown in (b). Finite
strain ellipses are shown as coloured bars, with the orientation and length of the bar corresponding to the orientation and strength of the maximum finite strain
direction.

4 F L O W M O D E L L I N G R E S U LT S :
P R E D I C T E D F L O W F I E L D S

Velocity vectors, streamlines, and finite strain ellipse orientations for
the simple viscous coupling model (Model A) are shown in Fig. 3.
The solution for this model agrees well with models by, for example,
Fischer et al. (2000) and Hall et al. (2000) and with the analytical
solution for corner flow (Turcotte & Schubert 1982). For the more
complex models we find differences in the details of the velocity
fields and in the resulting finite strain fields. For example, Model
B (with a viscosity reduction of two orders of magnitude in the
corner of the wedge) and Model C (with a non-Newtonian, power-
law rheology with n = 3) produce subtle differences in the flow field
when compared with Model A. In Fig. 4, we show streamlines for
Models B and C compared with the streamlines for Model A. The
differences in the velocity field and streamlines are subtle for most
regions of the mantle wedge but are more pronounced close to the
slab (Model C) and in the wedge corner (Model B).

Model D (Fig. 5), which includes the effects of thermal buoyancy
forces, produces a velocity field that is similar, but not identical to,
Model A. When we add a temperature-dependent viscosity law to the
model (Model E), however, a flow field is produced that is strikingly

different from that of Model D. The velocities and temperature field
for Model E are shown in Fig. 6. In this model, material flows sharply
upwards in the wedge corner as hot, buoyant material erodes the
colder, stiffer material above it. Further away from the wedge corner,
a cold, stiff layer up to ∼100 km thick that does not participate in
the flow field develops. This is similar to the behaviour observed
by, for example, Eberle et al. (2002) for a temperature-dependent
viscosity law. We calculate the evolution of the finite strain ellipse
along streamlines in the mantle wedge for Models A–E; this is shown
in Fig. 7. The details of the finite strain field vary from model to
model, but the most dramatic change in the strain field occurs due
to the temperature dependence of viscosity (i.e. model E).

In general, the different models presented in Fig. 7 do not produce
large differences in the strain field, with the exception of the tem-
perature dependent viscosity model. The addition of model features
that are likely to be physically realistic (for example, a low-viscosity
region in the mantle wedge corner, or a non-Newtonian rheology)
do not dramatically change the modelled flow fields, again with one
exception. Indeed, when constructing models for deformation in the
mantle wedge above a subducting plate, uncertainties in model pa-
rameters such as using a simplified slab geometry, or using a 2-D
approximation, are likely to have a larger effect on the resulting flow
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Figure 4. Streamlines for basic viscous model, a model with a low-viscosity region in the wedge corner, and a model with a non-linear (n = 3) rheology. (a)
Streamlines for model A (blue) and model B (red) for the same starting positions. (b) Streamlines for model A (blue) and model C (green) for the same starting
positions. Axis labels correspond to the depths (z) and horizontal coordinates (x) in km.

field than the use of a uniform wedge viscosity, a Newtonian rheo-
logical law, or ignoring thermal buoyancy forces. However, the use
of a temperature-dependent viscosity law, which has been shown to
be important in other modelling studies of convection in the mantle
(e.g. Tackley 1993; Kellogg & King 1997; Zhong et al. 2000) and
of subduction-induced flow in the mantle wedge (e.g. Eberle et al.
2002; Billen et al. 2003), does have a large effect on the velocity
and finite strain fields.

5 C O M PA R I S O N O F M O D E L
P R E D I C T I O N S W I T H S P L I T T I N G
O B S E RVAT I O N S F O R F - N E T

In order to map the finite strain distributions into anisotropy and
shear wave splitting predictions, we make additional simplifying
assumptions about the relationships among strain, anisotropy and
splitting. In our calculations, we follow Fischer et al. (2000) and Hall
et al. (2000) and use the orientation and length in the direction of
the maximum elongation of the finite strain ellipse (FSE) as a proxy
for the geometry of anisotropy. The incorporation of a more detailed
treatment of the development of olivine LPO into our models, such
as that undertaken by Kaminski & Ribe (2001, 2002), Blackman
& Kendall (2002), Kaminski et al. (2004) and Lassak et al. (2006)
is beyond the scope of this paper but will be considered in future
research. However, many previous studies suggest that the FSE can
generally be used to infer anisotropy (e.g. Ribe 1992; Hall et al.
2000; Becker et al. 2003), although the FSE may do a poor job
of approximating anisotropy in localized regions with large spatial
gradients in the velocity field (Kaminski & Ribe 2002). We also
assume that the observed splitting is due to anisotropy in the mantle

wedge itself; anisotropy within and beneath the slab is ignored in
this treatment. This assumption is warranted on the basis of our
previous work comparing local and teleseismic splitting at Ryukyu
Arc stations (Long & van der Hilst 2006). We emphasize that our
splitting measurements do not rule out the presence of anisotropy
within the lithospheric slab or in the subslab mantle, but our data
do not require it, and in this study we evaluate models of wedge
anisotropy that are consistent with observations.

To calculate splitting parameters from the flow models, we trace
the evolution of the finite strain ellipse along streamlines throughout
the mantle wedge region beginning at the base of the upper mantle
(z = 410 km). This approach assumes that LPO development begins
as material passes through the phase change in the olivine system
at the 410-km discontinuity (after Hall et al. 2000). It is not clear,
however, if the dislocation creep needed to produce olivine LPO
persists to depths of 410 km (e.g. Karato 1992), and this assumption
may overpredict anisotropy and splitting in the deeper part of the
upper mantle. From the local FSE geometry we calculate the angle
from the horizontal and the stretch ratio of maximum finite strain for
each element in our model space. The distribution of stretch ratios
and the dip of the FSE from the horizontal for Model A are shown
in Fig. 8. We then trace rays through a ‘pseudo 3-D’ upper-mantle
model for each of the 488 ray paths contained in the dataset of Long
& van der Hilst (2005, 2006). Our isotropic background S wave
speeds from iasp91 (Kennett & Engdahl 1991) depend only on the
depth, z; the distribution of finite strain is 2-D and depends only on
depth and horizontal distance from the trench, x. The propagation
of each ray, however, is calculated in three dimensions based on
both the backazimuth and the ray parameter. The ray paths used in
the comparison, projected into the x-z plane of the flow model, are
shown in Fig. 9.
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Figure 5. Time snapshots of the temperature field (colours) associated with a downgoing slab. The time-series covers approximately 17 Myr of subduction;
each time step, therefore, represents about 2.1 Myr. Axis labels correspond to the depths (z) and horizontal coordinates (x) in km.

We calculate splitting in depth increments that correspond to the
element size in our flow models (21.25 km). For each depth incre-
ment, we calculate the incremental splitting using the equations de-
rived in Chevrot & van der Hilst (2003) for shear wave propagation
in a transversely isotropic medium with a dipping axis of symmetry.
Briefly, their approach uses anisotropic perturbation theory (after,
e.g. Jech & Pšenčı́k 1989; Farra 2001) to derive approximate expres-
sions for quasi-S velocities and polarizations in a weakly anisotropic
medium with a dipping axis of symmetry. Chevrot & van der Hilst
(2003) find that in the presence of a dipping symmetry axis, the
polarizations of the quasi-S waves vary with backazimuth, with the
deviation angle between the axis of symmetry and the apparent fast
axis given by

α= arctan

(
sin ϕ

tan θc
tan θ

− cos ϕ

)
, (16)

where θ c is the angle that the symmetry axis makes with the z axis
(the complement of the symmetry axis dip angle θ0) and θ and ϕ

are the incidence angle and azimuth, respectively, of the incoming

shear wave. The apparent fast direction for each splitting increment
can, therefore, be predicted from this relation. The approximate
velocities of the two quasi-S waves are given by

V1
∼=

√
C44

ρ
(A0 + A1 cos ϕ + A2 cos 2ϕ) (17)

V2
∼=

√
C44

ρ
(B0 + B1 cos ϕ + B2 cos 2ϕ + B3 cos 3ϕ + B4 cos 4ϕ) ,

(18)

where ρ is the density and A0, A1, A2, B0, B1, B2, B3 and B4 are
all functions of θ 0, θ and the elastic constants Cij of the material,
expressed as combinations of the Thomsen parameters ε, δ and γ

(Thomsen 1986; Mensch & Rasolofosaon 1997). From these ex-
pressions, the full versions of which are given in Chevrot & van der
Hilst (2003), we calculate the apparent splitting parameters ϕ and δt
for each depth increment. We then calculate the predicted splitting
intensity s for that depth increment, using (Chevrot 2000)

s = δt sin [2 (ϕ − ϕ0)] , (19)
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Figure 6. Temperature field (colours) and model velocities (white arrows) in the wedge corner for a model with a temperature-dependent viscosity. Axis labels
correspond to the depths (z) and horizontal coordinates (x) in km.

where ϕ0 is the azimuth of the apparent fast axis. Here we assume
that each depth increment represents a single layer of anisotropy.
The total splitting intensity for each ray path is found by summing
the splitting intensities over all depth increments.

We approximate the anisotropic medium using elastic constants
that are similar to those for a transversely isotropic mantle (TIM)
described in Chevrot & van der Hilst (2003); a similar model was
also used by Hartog & Schwartz (2000). The elastic constants were
obtained by starting with the elastic tensor of single-crystal olivine
(Kumazawa & Anderson 1968) and decomposing it into parts cor-
responding to various symmetry classes (after Browaeys & Chevrot
2004). From this decomposition, we use the isotropic and trans-
versely isotropic parts of the tensor to obtain a TI approximation
for olivine stiffness. We then mix the transversely isotropic approx-
imation for the olivine tensor with an isotropic reference mantle of
randomly oriented olivine (60 per cent) and enstatite (40 per cent),
in a ratio of 1/5 (olivine) to 4/5 (isotropic mantle). This results in
a TI medium with a maximum S wave anisotropy of approximately
5.9 per cent. In order to match the fairly large splitting intensities
that are observed for stations that are located close to the trench and
that sample a fairly small volume of mantle wedge material, we also
test models using higher volumes of aligned olivine, which results
in TI anisotropy of approximately 9.0 and 11.6 per cent. These elas-
tic constants describe media similar to olivine fabrics observed in
natural peridotites (Ben Ismaı̈l & Mainprice 1998) and in laboratory
experiments (Zhang & Karato 1995). We then assume that the fast
axis of the TIM aligns with the maximum FSE in our flow model.
We further assume that once a stretch ratio of 2 has been achieved
along a streamline, the LPO pattern has saturated and the splitting
associated with TIM is used. This is consistent with experimental
studies that show that the LPO pattern has developed to close to
steady state by stretch ratios of perhaps 2–3 (e.g. Zhang & Karato
1995). For stretch ratios of less than 2, we scale the predicted split
time linearly with the amount of strain; this approximates the effect

of non-steady state, weaker LPO for stretch ratios less than 2. This is
a somewhat ad hoc representation of the development of LPO with
increasing strain, but should provide a reasonable approximation of
weaker LPO at smaller strains, and further work on incorporating
LPO modelling into the flow models will assess the validity of this
approximation.

The first thing that we would like to demonstrate with our models
is that the trench-parallel splitting observations close to the trench
can be reproduced with a 2-D flow model that includes a region of
B-type olivine fabric. In Fig. 10 we show the data and model com-
parison for Model A at two selected F-net stations (AMM and TAS;
see Figs 1(a) and 9 for station locations) for two cases: with and
without a B-type fabric region. For the case with no B-type fabric
(panels A and C in Fig. 10), the model fit is poor. This is not unex-
pected; the best-fitting fast directions at stations AMM, and TAS are
nearly trench-parallel, and we do not expect a 2-D corner flow-type
model to be able to match trench-parallel fast directions. Following
the arguments in Long & van der Hilst (2006) we invoke a B-type
fabric mechanism in the corner of the mantle wedge. A sketch of the
ray paths that is colour-coded by the type of measurement (trench-
parallel, trench-perpendicular or intermediate/complicated), shown
in Fig. 11, gives us an indication of where in the model the ob-
servations require B-type fabric. We therefore, ‘flip’ the LPO, and
therefore, the fast direction of anisotropy, by 90◦ in the horizontal
plane in a triangular region extending ∼125 km from the trench. In
models that include a B-type region we recalculate the strain field
and reset the accumulated strain along a streamline to zero when the
streamline crosses a fabric transition, and assume that the B-type
fabric develops in a similar way to A- or C-type fabric. In panels
B and D of Fig. 10 we show observations and model predictions at
stations AMM and TAS for the same strain model with a B-type
fabric region included. The model fit improves considerably and
the strain models are able to reproduce the trench-parallel splitting
observations well.
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Figure 7. (a–e) Finite strain ellipses (FSE) in the mantle wedge for the
models (A–E) investigated in this study. Contrasting colours are for clarity.
Axis labels correspond to the depths (z) and horizontal coordinates (x) in
km.

In Fig. 12 we show the splitting measurements and model pre-
dictions for four F-net stations (AMM, NSK, SBR and FUK; see
station locations in Figs 1a and 9) at increasing distances from the
trench for the strain field derived from Model A, with a B-type
fabric region in the mantle wedge. To obtain the splitting predic-
tions shown we used anisotropic media with maximum anisotropy of
9.0 per cent in the B-type region and 5.7 per cent in the rest of the
model. In general, the qualitative features of the splitting patterns
are reproduced well by the strain model, although at most stations
there are several individual splitting intensity measurements that are
not well matched by the predictions. When we examine the predic-
tions for Model E, which produces a strain field that is markedly
different from Model A, we find that the detailed splitting patterns
at most stations are also substantially different. Fig. 13 shows the
observed and predicted splitting at the same four stations with the
same elasticity models for Model E, modified to include the same
B-type region in the wedge corner. We find that details of the split-
ting predictions are different at several of the stations, and the fit
to the measured splitting is often better. However, for stations that
sample mostly B-type fabric in the mantle wedge, such as station
AMM in Figs 12 and 13, the strain model does not have a large

Figure 8. (a) Colour representation of the magnitude of the maximum
finite strain field for Model A. Colour bar goes from stretch ratios of
0 (blue) to stretch ratios of 5 or greater (red). (b) Colour representa-
tion of the angle of the maximum finite strain ellipse with the horizon-
tal for Model A. Near-horizontal angles are shown in green; the colour
scale goes from angles of 90◦ counter-clockwise from horizontal (red) to
90◦ clockwise from horizontal (blue). Axis labels correspond to the depths
(z) and horizontal coordinates (x) in km.

effect on the predicted splitting. This is due to the rotation of the
fast direction 90◦ from the flow direction in the shear plane, which
results in a horizontal trench-parallel fast axis regardless of the local
dip of the finite strain ellipse in the strain model. This demonstrates
the importance of using splitting observations from stations that
sample the region dominated by A- or C-type olivine fabric in order
to constrain the rheological parameters controlling the mantle flow.

We emphasize that (for stations located more than ∼100 km from
the trench which sample the A-/C-type fabric regime) the visual
character of the splitting patterns is not drastically different for
different strain models, and the average splitting parameters (ϕ,
δt) that we would predict at each station are not much different
from those for Model A versus Model E (Figs 12 and 13). These
observations are borne out when we examine the model predic-
tions at, as an example, station SBR for four different flow models
(Fig. 14). Here we show predictions for Models A, B, D and E;
Model C is not shown in this figure because of its close similarity
with Model A. All of the model predictions fit the observations fairly
well, but the details of the splitting patterns for different models are
substantially different. This suggests that the average shear wave
splitting observed at the surface, while generally consistent with the
predictions of our flow models, is not very sensitive to the details
of the model parameters used. Vice versa, the average of the mea-
sured splitting parameters is not sensitive to rheological properties
in the mantle wedge. However, because the detailed predicted split-
ting patterns at each station are substantially different for different
models, a dense dataset with good sampling at individual stations
(such as that of Long & van der Hilst 2005, 2006) could be used to
constrain the pattern of anisotropy of the wedge, and therefore, to
the rheological properties that control it. This gives us confidence
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Figure 9. Sketch of ray paths in the splitting dataset projected onto the 2-D model plane. The distribution of finite strain in the wedge for Model A is shown.
Station locations are marked with a black triangle and station names are shown.

Figure 10. (a–d) Comparison of splitting observations (black circles) and model predictions (green triangles) for Model A with and without a B-type fabric
region at stations AMM and TAS. The best-fitting sin(2θ ) curve to the observed splitting is shown in black. Splitting intensities (y-axis) are plotted with
respect to incoming polarization azimuths (x-axis). Both stations are located fairly close to the trench (see Fig. 9); the model that includes B-type fabric
produces noticeably better fits to the observations. The B-type fabric region is modelled with elastic constants corresponding to a medium with a maximum of
9.0 per cent shear wave anisotropy.

that we can interpret the detailed splitting patterns we observe in
southwestern Japan in terms of the 2-D anisotropic geometry in the
mantle wedge.

6 D I S C U S S I O N

We have tested predictions from several flow models against the
observed splitting data. We find that B-type fabric (Jung & Karato
2001; Karato 2003) or a similar mechanism such as melt-influenced
LPO (Holtzmann et al. 2003) is needed to reconcile the trench-
parallel fast directions that we observe in southwestern Japan with

a 2-D flow model. There are several issues, however. First, our 2-D
flow modelling approach ignores the possible effects of flow around
the slab edge or flow induced by effects such as slab rollback or
backarc extension. Because the rollback rate of the Ryukyu trench
is slow compared to the downdip motion of the slab (Heuret &
Lallemand 2005, and references therein; Lallemand et al. 2005),
we have previously argued (Long & van der Hilst 2006) that the
flow field is likely dominated by convergence-parallel flow and that
3-D flow effects are probably small. Second, there are outstand-
ing questions about the applicability of B-type fabrics observed
in the laboratory to the Earth’s mantle; studies have questioned
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Figure 11. Cross-sectional plot of all teleseismic ray paths in this study, colour-coded by type of observation. Rays associated with near trench-parallel fast
directions are shown in red; rays associated with near trench-perpendicular fast directions are shown in light blue. Rays associated with stations for which the
measured splitting is complex (Category III stations in Long & van der Hilst 2005) are shown in dark blue. The velocity vectors and finite strain distribution for
Model A are shown. Axis labels correspond to the depths (z) and horizontal coordinates (x) in km. For reference, the locations of stations AMM, FUK, IGK
and TAS (Fig. 10) are shown.

Figure 12. (a–d) Comparison of splitting observations (black circles) and model predictions (green triangles) for Model A (includes a region dominated by
B-type fabric) at four stations (AMM, NSK, SBR and FUK). The stations are arranged in order of increasing distance from the trench, from AMM (panel A)
to FUK (panel D) The best-fitting sin(2θ ) curve to the observed splitting is shown in black. Splitting intensities (y-axis) are plotted with respect to incoming
polarization azimuths (x-axis).
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Figure 13. (a–d) Comparison of splitting observations (black circles) and model predictions (green triangles) for Model E (includes a region dominated by
B-type fabric) at four stations (AMM, NSK, SBR and FUK). The stations are arranged as in Fig. 12. The best-fitting sin(2θ ) curve to the observed splitting is
shown in black. Splitting intensities (y-axis) are plotted with respect to incoming polarization azimuths (x-axis).

whether the physical and chemical conditions needed to produce
B-type fabric are present in large volumes of the mantle wedge (e.g.
Kaminski 2002). However, recent (Kneller et al. 2005, 2007) and on-
going modelling studies are examining in detail whether the stress,
strain and hydration conditions needed to produce B-type fabric
are in fact achieved in large portions of the wedge corner. There
is a growing body of evidence from experimental (Jung & Karato
2001; Katayama & Karato 2007), petrographic (Mizukami et al.
2004; Katayama et al. 2005; Skemer et al. 2006), observational
(Nakajima & Hasegawa 2004; Long & van der Hilst 2006; Naka-
jima et al. 2006) and modelling (Lassak et al. 2006; Kneller et al.
2006) studies that B-type fabric may indeed be important (and ob-
servable) in certain regions of the mantle wedge.

The approach we have taken to modelling anisotropy and split-
ting in this paper contains several approximations; in particular, we
do not model the development of LPO per se, but use the orienta-
tion of the finite strain axis along with reasonable elastic constants
as a proxy for LPO. This assumption ignores the ‘lag’ in LPO de-
velopment in regions where the velocity field changes rapidly (e.g.
Kaminski & Ribe 2002) and also ignores the effects of LPO reorga-
nization when a streamline crosses a fabric transition. It is important
to appreciate, therefore, that in regions of the model where veloc-
ity changes over short length scales or where material undergoes
a transition from A-/C-type fabric to B-type fabric (or vice versa),
our splitting predictions may be inadequate. Indeed, there is some
suggestion from our modelling that we fit the splitting observations

less well at stations that may sample the fabric transition (e.g. station
NSK, as opposed to stations AMM and FUK, in Figs 12 and 13).
Further characterization of these effects should be possible on two
fronts: through the integration of LPO modelling (e.g. Kaminski et
al. 2004) with the models described in this study, and/or through the
implementation of an inverse problem approach (e.g. Chevrot 2006,
Long et al. 2007).

We emphasize that the approach we have taken to identifying the
region dominated by B-type fabric is driven by the splitting obser-
vations; we do not attempt to predict the B-type fabric region, and
our models do not contain or describe the ‘physics’ of the olivine
fabric transition. A complementary approach is taken by Kneller
et al. (2005, 2007); their models incorporate laboratory results for
olivine rheology (Katayama & Karato 2007) and LPO development
(Jung & Karato 2001; Katayama et al. 2004) and predict the region
of the wedge in which the B-type fabric should dominate. Some of
the physical conditions of our models are inconsistent with predic-
tions from these models of B-type fabric, which include a region of
slow flow in the cold, high-stress nose of the mantle wedge where fi-
nite strain accumulates relatively slowly (Kneller et al. 2005, 2007).
However, many of the characteristics of the finite strain field pre-
dicted by these B-type fabric models and our models, where the
B-type region is inserted according to where the observations seem
to require it, are generally quite similar. We are currently undertak-
ing a detailed comparison of our splitting dataset with models that
predict the B-type fabric region and preliminary work indicates that
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Figure 14. (a–d) Comparison of splitting observations (black circles) and model predictions (green triangles) for four models (Models A, B, D and E) at station
SBR. The strain distribution for Model C is very similar to that of Model A and is, therefore, not shown in this figure. Splitting intensities (y-axis) are plotted
with respect to incoming polarization azimuths (x-axis).

the results we obtain with our more observation-driven approach are
consistent with such models (Kneller et al. 2006). One important
preliminary result of this comparison is that the amount of splitting
that can be produced by a B-type fabric region is very sensitive to
the details of the slab geometry at each station, particularly the shal-
low slab structure (Syracuse & Abers 2006; Kneller et al. 2006). It
is important to keep in mind that the study described in this paper
uses a simplified slab geometry that is assumed to be constant ev-
erywhere along the strike of the trench; further work such as that
described by Kneller et al. (2006) is needed to fully characterize the
importance of shallow slab structure and along-strike variations in
slab morphology.

The good match produced by the models presented here sup-
ports the hypothesis (Long & van der Hilst 2006) that the observed
splitting can be produced with a 2-D model that invokes trench-
perpendicular flow coupled to the downdip motion of the slab with
a region of B-type olivine fabric in the corner of the wedge. How-
ever, the models considered here are unable to match every detail of
the splitting patterns observed at each of the 17 stations examined.
Part of this mismatch may be due to along-strike variations in slab
geometry, flow field, and the resulting anisotropy. However, much of
the mismatch between the observed and predicted splitting is likely
due to incorrect or inadequate aspects of the 2-D forward mod-
els themselves. Our forward modelling approach can help identify
geodynamically plausible models that are consistent with the obser-
vations, but without a comprehensive search of the parameter space

(which is impractical) it is not clear how unique such solutions are. In
particular, our approach to modelling predicted splitting intensities
suffers from trade-offs between the geometry of anisotropy derived
from the finite strain field and the strength of anisotropy (that is, the
elasticity tensor) that is used. Our study not only illustrates the po-
tential for using observations of splitting intensity at station located
above subduction zones to discriminate among different rehological
models, it also illustrates the limitations of a forward modelling ap-
proach. Moving to an inverse problem approach such as that outlined
by Chevrot (2006) and Long et al. (2007) should allow us to refine
the results presented here and identify a 2-D anisotropic model that
best fits the observed splitting. In a future study, the models pro-
duced here will be used as starting models in a formal inversion
approach, in which we invert the mismatch between observed and
predicted splitting intensities for an updated 2-D anisotropic struc-
ture; this work is currently in progress. One goal of this inversion
approach is to identify appropriate flow modelling ‘control param-
eters’ that come closest to matching the strain geometry we retrieve
from (well-resolved areas of) the splitting inversion. For example,
an inversion approach could identify best-fitting values for the ac-
tivation energy Ea in the temperature-dependent viscosity law, the
power n in the non-Newtonian rheology law, or the stress or strain
rate below which the rheology becomes Newtonian and LPO does
not develop.

As we have discussed, there are strong trade-offs between finite
strain geometry and the strength of the anisotropic media used to
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Figure 15. Scatter plots comparing observed (x-axis) and predicted (y-axis) values of splitting intensity at stations SBR (left-hand panels) and FUK (right-hand
panels) for the three different strain models (A, B and E) that produce the most dramatically different splitting predictions. Each strain model contains a region
dominated by B-type olivine fabric.

model the splitting intensity. Because of these trade-offs, it is dif-
ficult to settle on a ‘preferred’ rheological model using only a for-
ward modelling approach. However, we have compared the model
fits to the data by calculating a χ2 statistic for the entire splitting
data set for each model. We have also visually examined scatter
plots for individual stations for different strain models and different
anisotropy strengths; examples of such plots for two stations (SBR
and FUK) are shown in Fig. 15. We can also, of course, visually eval-
uate the different model fits by looking at observed and predicted
splitting patterns for individual stations, such as those shown in Figs
12–14. The χ 2 statistic, which measures the discrepancy between
the observed and predicted splitting intensity values, is expressed
as χ 2 = ∑

all (sobs − spredicted)2. We have computed χ2 values for
both the entire dataset and for individual stations (see the exam-
ples in Fig. 15) for Models A–E. In this calculation, we assumed a
maximum anisotropy strength of 9.0 per cent in the B-type fabric
region and 5.7 per cent elsewhere in the model. We found that the
χ 2 values for Models A–E, respectively, are 397.7, 382.3, 423.2,
331.6 and 241.8. Model E, therefore, provides the best fit to the
splitting data set, followed by Model D. With the caveat that this

reduction in χ2 cannot be taken quite at face value because of the
trade-off between the geometry and strength of anisotropy, this result
may underscore the importance of thermal buoyancy effects in the
modelling of subduction zone anisotropy. The law for temperature
dependent viscosity used in Model E is likely to be more physi-
cally realistic (e.g. Kelemen et al. 2003), and the high temperatures
in the shallow regions of the wedge corner predicted by this and
similar models is perhaps more consistent with petrologic evidence
(Elkins Tanton et al. 2001). However, it is not clear if the temper-
atures in this particular model are consistent with the conditions
needed to sustain B-type olivine fabric (Kneller et al. 2005, 2007).
In any case, the direct inversion of our shear wave splitting data set
should provide tighter constraints on the geometry and strength of
anisotropy than can be provided by forward modelling alone, and this
work should help to discriminate further among the possible mod-
els. The forward modelling discussed in this paper demonstrates
that changes in 2-D finite strain distribution and changes in the elas-
tic constants used to model anisotropy do manifest themselves in
changes in shear wave splitting intensity that can be observed at the
surface.
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8 C O N C L U S I O N S

We have computed velocity and finite strain fields for a suite of 2-D
numerical models of flow in the mantle wedge associated with a
downgoing slab. Combining these models with assumptions about
the relationship between maximum finite strain and the resulting
anisotropy allows us to predict shear wave splitting. We have applied
this technique to southwestern Japan, using flow model boundary
conditions appropriate for the subduction of the Philippine Sea plate
beneath Eurasia and comparing the model splitting predictions to
a shear wave splitting dataset for seventeen broad-band stations lo-
cated in the Ryukyu Arc, Kyushu and southernmost Honshu. We
draw the following conclusions: (1) We are able to identify flow
models that are consistent with the observed splitting, which sug-
gests that the 2-D approximation for the flow field is reasonable.
(2) The splitting intensity introduced by Chevrot (2000) provides a
natural and visually intuitive way of comparing splitting observa-
tions with the model predictions. (3) The average predicted split-
ting parameters are relatively insensitive to the details of the finite
strain field, and therefore, to the parameters used in the flow models.
However, the details of the splitting patterns predicted for different
models are dramatically different. This suggests that a rigorous anal-
ysis of the details of splitting patterns for dense splitting datasets,
such as the dataset of Long & van der Hilst (2005, 2006), can dis-
criminate among different rheological models for flow in the mantle
wedge. (4) Our data require a region of B-type olivine fabric in the
wedge corner, extending ∼125 km into the backarc. This is consis-
tent with other, complementary modelling studies of B-type fabric
in the mantle wedge (e.g. Kneller et al. 2005, 2006, 2007). (5) The
flow modelling framework presented here yields starting models
that are suitable for the tomographic inversion of splitting inten-
sity measurements for anisotropic structure, which may constrain
appropriate values for flow modelling control parameters such as
activation energy.
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Kaminski, É., 2002. The influence of water on the development of lat-
tice preferred orientation in olivine aggregates, Geophys. Res. Lett., 29,
doi:10.1029/ 2002GL014710.
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