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S U M M A R Y
Observations of seismic anisotropy at the base of the mantle are abundant. Given recent
progress in understanding how deformation relates to anisotropy in lowermost mantle minerals
at the relevant pressure and temperature conditions, these observations can be used to test
specific geodynamic scenarios, and have the potential to reveal patterns of flow at the base
of the mantle. For example, several recent studies have sought to reproduce measurements
of shear wave splitting due to D

′′
anisotropy using models that invoke specific flow and

texture development geometries. A major limitation in such studies, however, is that the
forward modelling is nearly always carried out using a ray theoretical framework, and finite-
frequency wave propagation effects are not considered. Here we present a series of numerical
wave propagation simulation experiments that explore the finite-frequency sensitivity of SKS,
SKKS and ScS phases to laterally varying anisotropy at the base of the mantle. We build
on previous work that developed forward modelling capabilities for anisotropic lowermost
mantle models using the AxiSEM3D spectral element solver, which can handle arbitrary
anisotropic geometries. This approach enables us to compute seismograms for relatively
short periods (∼4 s) for models that include fully 3-D anisotropy at moderate computational
cost. We generate synthetic waveforms for a suite of anisotropic models with increasing
complexity. We first test a variety of candidate elastic tensors in laterally homogeneous models
to understand how different lowermost mantle elasticity scenarios express themselves in shear
wave splitting measurements. We then consider a series of laterally heterogeneous models of
increasing complexity, exploring how splitting behaviour varies across the edges of anisotropic
blocks and investigating the minimum sizes of anisotropic heterogeneities that can be reliably
detected using SKS, SKKS and ScS splitting. Finally, we apply our modelling strategy to
a previously published observational study of anisotropy at the base of the mantle beneath
Iceland. Our results show that while ray theory is often a suitable approximation for predicting
splitting, particularly for SK(K)S phases, full-wave effects on splitting due to lowermost mantle
anisotropy can be considerable in some circumstances. Our simulations illuminate some of
the challenges inherent in reliably detecting deep mantle anisotropy using body wave phases,
and point to new strategies for interpreting SKS, SKKS and ScS waveforms that take full
advantage of newly available computational techniques in seismology.

Key words: Numerical modelling; Planetary interiors; Computational seismology; Seismic
anisotropy; Wave propagation.

1 I N T RO D U C T I O N

The dependence of seismic wave velocities on propagation or po-
larization direction is known as seismic anisotropy. It has been
observed in the crust (e.g., Barruol & Kern 1996; Erdman et al.
2013), the upper mantle (e.g., Silver 1996; Chang et al. 2014),
the mantle transition zone (e.g., Yuan & Beghein 2014; Chang &

Ferreira 2019), the lowermost mantle (e.g., Lynner & Long 2014;
Long & Lynner 2015; Wolf et al. 2019) and the inner core (e.g.,
Romanowicz et al. 2016). Seismic anisotropy yields valuable infor-
mation on patterns of (past and present) deformation in the Earth,
and gives us some of the most direct constraints available about
patterns of mantle flow (e.g., Long & Becker 2010). Despite its im-
portance, however, the characterization and interpretation of seismic
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anisotropy remains challenging and anisotropy is often neglected or
simplified (for example, as radial anisotropy) in the construction of
seismic models. Some of the major challenges include the limited
ray path coverage available for many body wave phases, as well as
the (imperfect) assumptions that are made by common measurement
methods (for example, when approximating the splitting intensity
as a function of backazimuth to resolve upper mantle anisotropy).
For the deeper mantle, another challenge is the need to correct for
the effects of anisotropy in the shallower parts of the Earth (upper
mantle and potentially the crust) in order to isolate the signal from
the deeper portions.

The study of seismic anisotropy in the lowermost mantle (here
we use this term interchangeably with the D

′′
layer) is particularly

interesting, as there are a number of outstanding unsolved problems
related to the structure and dynamics of the core–mantle boundary
(CMB) region. Studies of deep mantle anisotropy may potentially
shed light on the origin of seismic features such as large low shear
velocity provinces (LLSVPs, Reiss et al. 2019; Hosseini et al. 2019;
Davaille & Romanowicz 2020) and Ultra-Low Velocity Zones (UL-
VZs, Hernlund & Jellinek 2010; Hier-Majumder & Drombosky
2016; Yu & Garnero 2018; Thorne et al. 2020, 2021). The char-
acterization of anisotropy at the base of the mantle can potentially
illuminate lowermost mantle dynamics, as it has the potential to
constrain patterns of mantle flow (e.g., Walker et al. 2011; Ford
et al. 2015). One challenge, however, is that the mineralogy, elastic-
ity and deformation mechanisms associated with lowermost man-
tle conditions remain imperfectly understood. The main mineral
constituents of the lower mantle are likely bridgmanite (Br), cal-
cium silicate perovskite and ferropericlase (Fp); bridgmanite likely
undergoes a phase transition to post-perovskite (Ppv) in at least
some portions of the lowermost mantle (e.g., Murakami et al. 2004;
Kaminsky 2017). With the exception of calcium perovskite, these
minerals have been inferred to exhibit single crystal anisotropy and
thus they may contribute to anisotropy in D

′′
if deformed via dislo-

cation creep, forming crystallographic preferred orientation (e.g.,
Nowacki et al. 2011). Recently, Creasy et al. (2020) established
a library of candidate elastic tensors for D

′′
anisotropy based on

viscoplastic self-consistent modelling of texture development for
simple deformation geometries for a range of minerals, including
polyphase aggregates.

A variety of body wave phases are used to study anisotropy at
the base of the mantle, including SK(K)S phases and ScS phases
(usually studied in combination with direct S phases). The ray paths
of these phases are schematically illustrated in Fig. 1. A common
observational strategy is to identify pairs of phases that sample
the upper mantle in a similar way but propagate differently in the
lowermost mantle (such as SKS–SKKS or S-ScS); differences in
behaviour between the phases is then attributed to the effects of low-
ermost mantle structure. Anisotropy is typically measured using the
shear wave splitting technique, which accounts for the splitting or
birefringence of seismic shear waves when they propagate through
an anisotropic medium. Traditionally, shear wave splitting studies
estimate the fast direction φ, which is the polarization direction
of the fast quasi-S wave, and the delay time δt, which is the sep-
aration in time between the fast and slow quasi-S waves. Another
observable that is often used in SK(K)S shear wave splitting studies
is the splitting intensity (Chevrot 2000), which corresponds to the
amplitude ratio between the energy on the transverse component
(due to splitting) and the time derivative of the radial component.
This observable makes use of the expectation for SK(K)S phases,
the conversion from a P wave to an S wave at the CMB should
lead to a wave that is completely radially polarized; deviations from

Figure 1. Diagram of ray paths between event (yellow star) and receiver (red
triangle). (a) Ray paths of SKS (red) and SKKS (dark grey) for an epicentral
distance of 120◦. D

′′
anisotropy is schematically shown in light blue. (b)

The ray path of ScS is shown by the solid orange line, with the source side
leg marked in green and the receiver side leg in blue (dashed lines). The
yellow line represents the approximate ray path of ScS if the phase was
travelling horizontally in D

′′
, in the text referred to as the horizontal ray path

approximation in the text. Ray path shown for an epicentral distance of 60◦.

this indicate the occurrence of shear wave splitting. Several recent
studies of lowermost mantle anisotropy using SK(K)S phases have
used splitting intensity as a key observation (e.g., Deng et al. 2017;
Grund & Ritter 2018; Reiss et al. 2019; Wolf et al. 2019; Lutz et al.
2020; Asplet et al. 2020).

Observations of anisotropy at the base of the mantle are nearly
always made and interpreted in the context of ray theory. Several
of the assumptions built into commonly used observational strate-
gies explicitly rely on ray theory (e.g., Wookey et al. 2005a; Long
2009). Furthermore, most studies that have sought to explicitly link
observations of splitting due to D

′′
anisotropy to specific mantle

flow scenarios via forward modelling have used a ray theoretical
framework to compute predicted splitting patterns (e.g., Walker
et al. 2011; Cottaar et al. 2014; Ford et al. 2015; Creasy et al.
2017; Reiss et al. 2019; Wolf et al. 2019). Several studies, however,
have demonstrated that finite-frequency effects can be important
in how anisotropy expresses itself in body waves, both for upper
mantle anisotropy (e.g., Favier & Chevrot 2003; Favier et al. 2004;
Lin et al. 2014) and for D′′ anisotropy (Nowacki & Wookey 2016;
Tesoniero et al. 2020). Specifically, Nowacki & Wookey (2016)
showed that such effects can be important for ScS phases propagat-
ing through realistically complex models for anisotropy at the base
of the mantle. Tesoniero et al. (2020) showed that finite-frequency
effects mostly play a minor role for SK(K)S phases in laterally ho-
mogeneous models of lowermost mantle anisotropy, although they
can be considerable for some specific geometries.

Several widely used open-source software packages simulate
global wave propagation in a framework that is capable of han-
dling anisotropy: SPECFEM3D GLOBE (Komatitsch & Tromp
2002a, b) is a 3-D spectral-element solver with full anisotropy,
AxiSEM (Nissen-Meyer et al. 2014) is a 2-D axisymmetric spectral-
element solver accommodating axisymmetric anisotropy (van Driel
& Nissen-Meyer 2014), and AxiSEM3D (Leng et al. 2016, 2019) is
a novel 3-D solver that couples a 2-D spectral-element discretization
similar to AxiSEM with a pseudospectral Fourier expansion along
the third (i.e. non-axisymmetric) dimension for accurate simulations
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in full 3-D models. Recently, Tesoniero et al. (2020) established
the ability of AxiSEM3D to handle arbitrary anisotropy, includ-
ing a benchmark test of AxiSEM3D and SPECFEM3D GLOBE
for a global model that included upper mantle anisotropy (Mon-
tagner 2002). The hybrid discretization in AxiSEM3D stems from
the observation that wavefields in typical 3-D models maintain a
relatively smooth nature along the azimuthal dimension compared
to the multi-scale complexity observed in the in-plane propaga-
tion direction. This observation holds true for smooth models such
as those observed from 3-D global tomography (e.g., Leng et al.
2016), but also for much more complex models including interface,
topography and bathymetric undulations as well as 3-D salt bodies
(Haindl et al. 2021). AxiSEM3D exploits this inherent smoothness
by expanding the wavefield along the azimuth in a Fourier basis, for
instance in a cylindrical coordinate system (s, φ, z) as

u(s, φ, z; t) =
∑

|α|≤nu

uα(s, z; t) exp(iαφ), (1)

with uα(s, z; t) as the Fourier coefficients of 3-D wavefield u(s, φ,
z; t) within 2-D meridian domain D. Inserting these expressions
into the 3-D weak form of the equations of motion yields a system
of 2-D weak forms, coupled over the azimuth φ. The equivalence
between this Ansatz and fully discretized 3-D methods such as
SPECFEM3D GLOBE would be if the Fourier expansion up to nu

would attain the same spatial resolution as within the in-plane direc-
tion (s, z). Due to the inherent smoothness of 3-D wavefields, nu can
however be chosen significantly lower while maintaining the same
accuracy as the fully discretized approach, and locally amended to
the observed wavefield complexity. The accuracy and cost of the
method is thus controlled by the number of Fourier coefficients
along the azimuth. For more details on the mathematics and imple-
mentation behind AxiSEM3D, the reader is referred to Leng et al.
(2016), Leng et al. (2019) and Leng et al. (2020). To render this au-
tomated and efficient, the concept of wavefield scanning (Leng et al.
2019) automatically determines analytical dependencies of wave-
field smoothness, as well as trial simulations in order to fix the 2-D
map of maximal azimuthal Fourier coefficients. Any desired level of
accuracy can be achieved with this convergent method as compared
to reference solutions (Leng et al. 2016). At sufficient accuracy
compared to reference solutions, a speedup between 10 and 1000
is observed (Leng et al. 2019; Haindl et al. 2021), depending on
the smoothness of each application. For a fixed model, the speedup
increases with resolution/seismic frequencies, thus enabling simu-
lations for 3-D models up to 1Hz on conventional supercomputing
facilities. For shear wave splitting, studies down to 4 s are relevant,
rendering this method amenable for such anisotropic studies.

The goal of this work is to examine full-wave effects on shear-
wave splitting measurements for laterally heterogeneous models of
lowermost mantle anisotropy. For this, we build on the previous
study of Tesoniero et al. (2020), who examined the finite-frequency
sensitivity of SK(K)S waves to laterally homogeneous anisotropy
at the base of the mantle. Here we extend this earlier work to
consider more realistic models for lowermost mantle anisotropy,
including a greater range of elasticity scenarios and increasingly
complex models that include lateral variations in anisotropic struc-
ture. In doing so, we focus on general patterns for a selection of
realistic anisotropy scenarios and elastic tensors rather than com-
prehensively investigating all possible lowermost mantle elasticity
scenarios. We also consider ScS phases, which are commonly used
to measure anisotropy at the base of the mantle, in addition to the
SK(K)S phases considered by Tesoniero et al. (2020). We imple-
ment global wavefield simulations in AxiSEM3D for a range of

anisotropic models, and compare measurements of commonly used
splitting parameters (including fast direction, φ, delay time, δt, and
splitting intensity, SI) from synthetic waveforms with predictions
derived from ray theory. We demonstrate that simple lowermost
mantle anisotropy scenarios only predict robust shear wave split-
ting parameters (φ, δt) for a relatively narrow range of propagation
directions, and this effect depends strongly on the symmetry and
other characteristics of the elastic tensor. For ScS waves, we find
that it is important to take into account the downgoing and upgoing
legs of wave propagation separately when generating ray theoret-
ical predictions of splitting; the commonly used approximation of
horizontal propagation is often inaccurate. We show that there are
finite-frequency effects when waves sample the boundaries between
different anisotropic domains, but the departures from ray theoret-
ical predictions due to such edge effects are generally minor. Our
investigations of the minimum size of anisotropic regions (both
thickness and lateral dimension) that can be reliably detected re-
veals that structures larger than roughly 80 km in thickness, and
400 km in lateral extent, are generally detectable at the relevant fre-
quencies, although the details depend on the strength of anisotropy
and the characteristics of the elastic tensor. Finally, we show that
we can reproduce the findings of ray theory based modelling of a
previously published data set that probed splitting due to lowermost
mantle anisotropy beneath Iceland when full-wave effects are taken
into account.

2 M E T H O D S

2.1 Computation of synthetic seismograms with
AxiSEM3D

AxiSEM3D (Leng et al. 2016, 2019) can compute 3-D global seis-
mic wave propagation at moderate computational cost, allowing us
to calculate seismograms at the relatively short periods (down to 4
s) typically used in shear wave splitting studies. We make use of
the anisotropic module implemented in Tesoniero et al. (2020) to
carry out simulations for a variety of models that include anisotropy
in the lowermost mantle. The implementation of Tesoniero et al.
(2020) allows for models that include anisotropy with arbitrary
symmetry. From a user perspective, we must ensure that the mesh
is dense enough in regions in which we implement lateral changes
between domains with different anisotropy. Additionally, particu-
larly at transitions between different domains, we carefully choose
the expansion order of the Fourier series through which AxiSEM3D
discretizes structure in the azimuthal direction.

Figs 2 and 3 show examples of typical source and receiver config-
urations for our numerical experiments. Fig. 2 shows the configura-
tion for a simple, laterally homogeneous model, while Fig. 3 shows
a configuration which is designed to understand splitting behaviour
across the boundaries between different anisotropic domains. With-
out loss of generality, we place the receiver at the north pole and
place a series of sources at varying azimuths around the receiver, at
a distance of 60◦ for ScS waves and a distance of 120◦ for SK(K)S
waves. (The choice of epicentral distance values is discussed fur-
ther in Section 2.5). The focal mechanisms are chosen such that the
radiation patterns maximize the amplitude of the shear waves under
study. For most scenarios we choose moment tensors with Mtt as the
only non-zero component, although for our purposes, the details of
the focal mechanism are not generally important. For ScS waves,
the initial polarization of the wave depends on the focal mechanism,
and we can change the focal mechanism to investigate a range of
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Figure 2. Schematic diagram of a typical source–receiver configuration in our numerical simulations for a simple, laterally homogeneous model. The source–
receiver distance is 120◦ for SK(K)S and 60◦ for ScS phases. The sources, represented by focal mechanism diagrams, are placed every 5◦, more densely
than could be visually represented. The only non-zero component of the moment tensors used is Mtt; off-diagonal terms are zero. An example Ppv elastic
tensor is shown from from above in the inset; black ‘O’ represents the shear-plane normal and white ‘X’ represents the shear direction (these are explained in
Section 2.2). This example represents simple shear with a vertical shear plane and a horizontal shear direction.
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Figure 3. Schematic diagram of the typical source-receiver configuration
in a set of numerical simulations, designed to understand splitting behaviour
across edges between different domains for a laterally heterogeneous model.
The sources are represented by focal mechanism diagrams (as in Fig. 2). The
source-receiver distance is 120◦ for SK(K)S and 60◦ for ScS phases. The
density of simulated earthquakes increases closer to the edge, as indicated
by ×12 (=12 earthquakes). Domain edges are chosen to be at longitudes 0◦,
90◦, 180◦ and −90◦. We implement four domains: Ppv (0–90◦), isotropic
PREM (90–180◦), Br (180−90◦) and a Fp (-90◦−0◦). Elastic tensors are
shown from above. A black ‘O’ represents the shear-plane normal and white
‘X’ represents the shear direction (these are explained in Section 2.2).

initial polarization directions. For simplicity, we choose the focal
mechanism such that the ScS phases are radially polarized in many
of our experiments, by rotating the moment tensor appropriately.
We mostly use events that are positioned at the surface (depth =
0 km) to avoid any interference from depth phases. In all of our
models, we use isotropic PREM (Dziewonski & Anderson 1981)
as a background model, and we only modify the structure in the
portion of the model that includes anisotropy, as described further
later.

For models that include laterally heterogeneous anisotropy, we
use more complicated configurations (an example is shown in
Fig. 3). The station and event configuration in this example is sim-
ilar to that in Fig. 2, but we include more densely spaced events
at azimuths that are close to the edges between domains (placed at
longitudes of 0◦, 90◦, 180◦ and –90◦). The character of these edges
is discussed further in Section 3.2.

2.2 Choice of elastic tensors

One of the goals of our study is to investigate a range of possible min-
eralogy and elasticity scenarios for lowermost mantle anisotropy.
Previous work by Tesoniero et al. (2020) focused on elasticity mod-
els that were based on single-crystal elastic tensors, mostly derived
from ab initio calculations (e.g. Wookey et al. 2005b). Here we
consider a range of more realistic elastic tensors that are derived
from the recent work of Creasy et al. (2020), who implemented
visco-plastic self-consistent texture modelling for simple endmem-
ber deformation geometries for different candidate minerals. To do
this, Creasy et al. (2020) investigated a simple range of endmember
deformation geometries including simple shear, pure shear and uni-
axial extension. They assumed a set of dominant slip systems (that
is, the crystallographic directions for which slip is easiest) based on
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previous experimental results (see Table S1). For the simple shear
case, the macroscopic deformation geometry is defined by the shear
plane (specified by its normal vector), or the foliation plane, and
the shear direction, or the direction of maximum stretching, as il-
lustrated in Fig. 1 of Creasy et al. (2020). For the uniaxial extension
case, the macroscopic the deformation geometry is defined by the
extension direction. In this work, we focus on a set of elastic tensors
that represent bridgmanite (Br), post-perovskite (Ppv) and ferroper-
iclase (Fp) deformed in simple shear from Creasy et al. (2020),
each with a plausible dominant slip system. Visual representations
of the elastic tensors used in this study are shown in Fig. 4, and a
description of the tensors and the dominant slip systems is given in
Table S1.

We also investigate a few models, discussed further below, that
involve simplified versions of the full elastic tensors described in
Creasy et al. (2020). Specifically, we decompose the Br, Ppv and
Fp tensors into higher symmetry approximations (based on the rel-
evant single-crystal symmetries) of the full tensors, in order to
investigate the effect of the more complicated tensors (including
monoclinic and triclinic components) on splitting patterns. For this,
we use the MSAT tool of Walker & Wookey (2012) to decompose
the tensors using the tensor decomposition method of Browaeys
& Chevrot (2004). Fig. 4 shows the orthorhombic approximations
to the Ppv and Br tensors, along with the cubic approximation to
the Fp tensor, that are used in these models. Fig. 4 demonstrates
that the full Ppv and Br tensors in Creasy et al. (2020) are al-
ready quite close to orthorhombic in their symmetry; in contrast,
Fp has significant lower-symmetry components, and the decom-
posed Fp tensor is not a particularly good approximation to the full
tensor.

2.3 Measurement of splitting parameters

We measure the splitting of synthetic SK(K)S and ScS phases and
estimate their uncertainties/errors using a modified version of the
SplitRacer code (Reiss & Rümpker 2017). Split-Racer is a graph-
ical user interface implemented in Matlab and is mostly designed
to measure the splitting of SK(K)S phases. We modify the code to
make it compatible with (1) the distance range used for ScS mea-
surements and (2) the arbitrary initial polarization of ScS waves.
Specifically, the modified code can measure the initial polarization
of ScS (rather than assuming it to be radial, as is appropriate for
SK(K)S) and rotate the horizontal components appropriately be-
fore measuring splitting. For this purpose, we calculate the long
axis of the particle motion ellipse of ScS phases (using a module
already implemented in SplitRacer to detect station misalignment
from SK(K)S particle motion). SplitRacer estimates the splitting
parameters φ and δt using the approach of Silver & Chan (1991)
to minimize the transverse component energy (or, in the case of
ScS, to minimize the energy along the component orthogonal to the
initial polarization direction). The code also measures the splitting
intensity (Chevrot 2000), defined as

SI = −2
T (t)R′(t)
|R′(t)|2 ≈ δt sin(2(α − φ)) , (2)

where T(t) denotes the transverse component, R
′
(t) the radial

component derivative, α defines the polarization of the incoming
wave (equal to 0 for SK(K)S due to the P to S conversion at the
CMB), δt the time delay and φ the fast polarization direction. Again,
for the ScS phases we use the component parallel to the initial po-
larization direction rather than the radial component. A strength

of SplitRacer is the implementation of an automatic multi-window
calculation of the splitting parameters, used to statistically evalu-
ate the confidence intervals for the measurements. This procedure
minimizes effects from the individual choice of the time window by
the user. Furthermore, SplitRacer implements the corrected F-test
error formulation for the Silver & Chan (1991) method proposed by
Walsh et al. (2013). For more details on the technical aspects of the
SplitRacer code, we refer to Reiss & Rümpker (2017). Examples of
measurements of φ, δt and SI, with associated errors, for synthetic
ScS and SKS waves using the SplitRacer code are shown in Fig. 5.
For these, as for all the following measurements, splitting parame-
ters were determined after applying a bandpass filter between 4 and
25 s to the synthetic data.

2.4 Ray-theoretical calculations

For the ray-theoretical calculations, we solve the Christoffel equa-
tion using the toolkit christoffel from Jaeken & Cottenier (2016)
to predict the splitting parameters φ and δt. This approach as-
sumes straight-line ray propagation through the anisotropic layer.
The propagation direction was estimated using the TauP package
implemented in ObsPy (Beyreuther et al. 2010). The splitting in-
tensity (Chevrot 2000) can be estimated from the parameters (φ, δt)
via eq. (2).

For ScS waves, we try two different approaches to the ray the-
oretical predictions. In the first, we assume horizontal propagation
through D

′′
, following previous studies (e.g., Wookey et al. 2005a;

Nowacki et al. 2010; Ford et al. 2015). The horizontal ray path ap-
proximation is illustrated in Fig. 1(b) by the solid yellow line. In this
case, the propagation direction is known, so there is no need to cal-
culate it using TauP before calculating ray-theoretical prediction for
the splitting parameters using christoffel. In the second, we consider
both legs (Fig. 1b) of the ScS ray path through D

′′
separately and

combine them as two different layers. To do this, we calculate the
propagation direction for each leg of the ray path separately. With
knowledge of the propagation direction, we can use the christoffel
toolkit to calculate the splitting parameters (φr, i, δtr, i) for the ith
leg of the ray path through the anisotropic layer in a ray-centered
coordinate system (as opposed to a surface coordinate system, in
which the fast polarization direction is measured with respect to
the north direction). Due to the CMB reflection, the sign of φr, 1

must be flipped, so that the apparent splitting parameters can be
calculated by combining two layers whose splitting is described by
(−φr, 1, δtr, 1) and (φr, 2, δtr, 2). Apparent splitting can be calculated
with a few different methods; for example those of Silver & Savage
(1994) or Bonnin et al. (2012), each of which is implemented in
MSAT (Walker & Wookey 2012). We use the method of Bonnin
et al. (2012); to combine both legs of the ScS phase, we generate
a first-derivative Gaussian wavelet (period 14 s) and apply the two
sets of splitting parameters in sequence by rotating and time-shifting
the waveforms appropriately. The best-fitting apparent splitting pa-
rameters are then measured by minimizing the second eigenvalue
of the covariance matrix (Bonnin et al. 2012), for which we use
the MSAT (Walker & Wookey 2012) implementation. Finally, we
transform the ray-centered splitting parameters to the usual surface
coordinate system.

2.5 Choice of distance ranges for ScS and SK(K)S phases

Before implementing simulations for the large range of models con-
sidered in this study, we consider the optimal distance ranges for
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Figure 4. Upper hemisphere representations of the elastic tensors used in this study. The colour scale shows the percentage of S-wave anisotropy as a function
of direction. The maximum percentage depends on the tensor and is shown at top or bottom left. The small black sticks indicate the fast polarization direction
of the S wave. Panel (a) shows tensors from Creasy et al. (2020) and panel (b) shows the Br, Fp and Ppv tensors after decomposition into higher symmetry
approximations (based on the single-crystal symmetries) using the method of Browaeys & Chevrot (2004) as implemented in MSAT (Walker & Wookey 2012).
The deformation geometry (shear direction and shear plane normal) is indicated by the arrows at right.

ScS, SKS and SKKS phases for our numerical experiments. We first
run a series of simple experiments with a global, homogeneous layer
of anisotropy (150 km thick) with an elastic tensor that corresponds
to deformed bridgmanite at the base of the mantle. We simulate
wave propagation at a variety of epicentral distances for a single
azimuth and examine the radial and transverse component synthet-
ics as record sections. For SKS and SKKS, we choose an epicentral
distance of 120◦ for the rest of our numerical experiments, as both
phases appear robustly at that distance; transverse component wave-
forms for other distances are nearly identical. The choice of 120◦

distance also follows previous work (Tesoniero et al. 2020). For
ScS phases, the choice of an optimal distance is more complicated.
While S–ScS differential splitting measurements are often made
for a relatively large swath of epicentral distances (60–85◦; Wookey
et al. 2005a), we find that over some of this distance interval the
ScS arrival is contaminated by other phases. Fig. 6 shows a record
section aligned on ScS phases; for this case (with a source depth
of 0 km), the ScS arrival is only free of contamination at distances
60–72◦, and even in this distance range contamination from crustal
phases may be significant. This shows that potential contamination
of the ScS arrival caused by SP/PS and other phases cannot be ne-
glected in general. While the relative amplitudes of these interfering
phases will vary depending on the focal mechanism and focal depth,
caution must be applied when analysing ScS phases for anisotropy
to avoid contamination from other phases. We choose a distance of
60◦ for the rest of the simulations presented here in order to avoid
such contamination.

3 G L O B A L WAV E F I E L D S I M U L AT I O N S :
R E S U LT S A N D I M P L I C AT I O N S

3.1 Homogeneous models: effects of mineralogy, tensor
symmetry and anisotropy strength

In our first set of numerical experiments, we investigate the depen-
dence of the measured splitting parameters on the direction from
which the elastic tensor is sampled. We implemented a suite of simu-
lations using a globally homogeneous anisotropic layer of thickness
150 km at the base of the mantle above the CMB, for anisotropic
layers composed of Ppv, Br and Fp. We considered three different
sets of models with different strain geometries: horizontal simple
shear, vertical simple shear and shear with a vertical shear plane and
a horizontal shear direction. As an illustrative example we show re-
sults for Ppv for a vertical shear plane and horizontal shear direction
in Fig. 7. Results for Br and Fp for the same shear geometry are
shown in Figs S1 and S2. Results for Ppv, Br and Fp for the other
two shear geometries (horizontal simple shear and vertical simple
shear) are shown in Figs S3–S8. We choose the particular exam-
ple in Fig. 7 (Ppv with a horizontal shear direction and vertical
shear plane) because its behaviour is representative and because the
delay times for this orientation and layer thickness lead to gener-
ally well-constrained splitting parameter estimates. For horizontal
simple shear (Figs S6–S8) which is likely the most common strain
geometry in the real Earth, a 150-km-layer thickness for Ppv yields
generally small delay times and larger error estimates. In the real
Earth, the layer thickness may well be larger.
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Figure 5. Examples of shear wave splitting measurements on synthetic seismograms. (a) Left-hand panel shows horizontal component seismograms as
northeast components (top two traces) and components oriented parallel to the initial polarization (‘original’) and perpendicular (‘split’) to it (bottom two
traces) for the ScS phase. Green line indicates expected arrival time of the phase. Red lines indicate randomly selected measurement windows. Middle panels
show particle motion diagrams (uncorrected, top; corrected for splitting, bottom). Blue line indicates the particle motion, red line indicates the long-axis of the
particle motion ellipse (corresponding to the initial polarization). Right-hand panel shows the best-fitting splitting parameters in the φ-δt-plane. Black regions
indicate 95 per cent confidence regions, calculated using the corrected error formulation for the Silver & Chan (1991) method proposed by Walsh et al. (2013).
Black crosses indicate the best-fitting splitting parameters. Estimated splitting parameters with error bars, along with estimated energy reduction for the energy
minimization method, are shown on the right. (b) Splitting measurements on a synthetic SKS phase. The inital polarization of SKS is controlled by the P-to-S
conversion at the CMB, thus the seismograms are rotated to a radial-transverse reference frame before measuring splitting. The plotting convention is the same
as in (a).

Fig. 7 shows the variation in splitting intensity, fast direction
(expressed as the difference between φ and the backazimuth), and
delay time as a function of propagation direction (expressed as
the backazimuth) measured from the synthetic seismograms, along
with the ray theoretical predictions. We show measurements and
predictions for both SK(K)S phases and ScS phases in Fig. 7; for
ScS phases, we show ray theoretical predictions both for a hori-
zontal ray path approximation and using the method that explicitly
considers the upgoing and downgoing legs of the ScS ray. As illus-
trated in Fig. 7 and in the supplementary figures, we see that the ray
theoretical predictions mostly match full-wave measurements well.
At certain backazimuths, slight inaccuracies can be introduced; the
ray-theoretical predictions for φ appear more robust than for δt
and SI, irrespective of the seismic phase. For this combination of
layer thicknesses and anisotropy strength (the maximum anisotropy
strength for the Ppv tensor shown in Fig. 4 is 4 per cent), the pre-
dicted delay times are relatively modest (around ∼1 s for both SKS
and SKKS) and the error bars on both the φ and δt estimates are
generally quite large, suggesting that only certain backazimuths
would be associated with well-constrained splitting measurements
if the traditional measurement methods were used. In contrast, the
splitting intensity is well-constrained at all backazimuths. This ob-
servation, which is also borne out for other elastic tensor scenarios
and strain geometries (Figs S1–S8), may help to explain why the
number of well-constrained splitting measurements for the lower-
most mantle in real data is so limited: in order to obtain high-quality
splitting measurements, the anisotropy must be sampled from an
optimal direction, and the combination of anisotropy strength and

layer thickness must be appropriate. Specifically, splitting will only
be reliably measured at directions for which the splitting is large
enough to be detectable (typically greater than ∼0.5 s for realistic
noise levels and the relevant periods), but small enough that the
assumptions built into the measurement methods (namely, that the
delay time is much smaller than the period of the wave) are not
violated.

For ScS phases (Figs 7 and S1–S5), we see that the horizontal
ray approximation does not generally do a good job of predicting
the splitting parameters measured from the full-wave synthetics,
while the method that considers both legs of the ray path separately
(Fig. 1) mostly does good job of matching the observations. Thus,
the horizontal ray path approximation for ScS phases, which has
previously been used in many D

′′
anisotropy studies (e.g., Wookey

et al. 2005a; Ford et al. 2015), is found to be an oversimplification.
Predicted splitting patterns for Br and Fp mineralogies (Figs S1

and S2) with the same strain geometry as in Fig. 7 and for mod-
els with the other strain geometries (vertical and horizontal simple
shear; Figs S3–S8) lead us to generally similar conclusions, al-
though the detailed splitting patterns depend on the elastic tensor
used and its orientation. In general, ray theory does a good job
of reproducing the full-wave synthetic splitting observations, for
both ScS and (especially) for SK(K)S phases; the latter finding is
consistent with that of Tesoniero et al. (2020) for models based on
single-crystal elasticity. One exception is the prediction for Fp for
the case of vertical shear (Fig. S4); in this case, ray theory predicts
very large delay times for ScS waves, and these delay times are
large enough to violate the assumption built in to the measurement
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aligned with initial 
source polarization

PS, SP

ScS

SSKS(c)

Figure 6. Record section of radial component seismograms aligned on expected ScS arrival. Potentially interfering phases (PS, SP, S and SKS) are labeled.
Dashed orange line in (a) and (b) indicates a potentially interfering phase associated with crustal effects; it is not visible in (c). (a) Seismograms for isotropic
PREM with attenuation. (b) Seismograms for isotropic PREM without attenuation. (c) Seismograms for a model in which the crust was removed from PREM
(velocity value just below the Moho was extended to the surface), without attenuation.

methods that the delay time is much smaller than the dominant
period of the wave. (Of course, the assumption of a purely Fp ag-
gregate at the base of the mantle is not realistic for the real Earth,
as the lowermost mantle is thought to be ∼15–20 per cent Fp by
volume (e.g., Kaminsky 2017), so the anisotropy predicted for this
case is unrealistically strong.) For all elastic tensor cases, we find
that at many orientations, the predicted splitting parameters (φ, δt)
have very large error bars, and well-constrained splitting using the
traditional measurement method is only obtained over a relatively
narrow range of propagation directions.

In order to investigate the effect of the symmetry of the tensor on
the splitting predictions, we decompose the Br, Fp and Ppv tensors
into higher symmetry approximations (based on the single-crystal
symmetries), as discussed in Section 2.2 and shown in Fig. 4(b).
This allows us to understand the effect of considering more com-
plicated elasticity models that include lower-symmetry components
(triclinic and monoclinic). Results for the original and decomposed
tensors for SK(K)S and ScS phases are shown in Fig. 8 (for Ppv)
and Fig. S9 for Br. The Fp tensor apparently has substantial lower
symmetry components, as shown in Fig. 4(b), so a similarity in
splitting parameters between the original and the decomposed ten-
sor would not be expected. We find that because the full Br tensor is
nearly orthorhombic even before decomposition, the decomposition
has little effect on the splitting parameters (Fig. S9). For Ppv, the
general pattern of SI as a function of backazimuth is similar for the
decomposed and original cases, but the details of the patterns differ.

This is true for ScS and SK(K)S (Fig. 8) phases and indicates that
higher symmetry approximations based on single-crystal elasticity
may not always be suitable for the detailed interpretation of shear
wave splitting measurements.

In our final experiment using homogeneous single-layer models,
we investigate the minimum thickness of a homogeneous global
anisotropic layer required for its detection using shear wave split-
ting techniques. For this set of model runs, we use the Ppv tensor
oriented in an orientation that leads to robust splitting for the chosen
propagation direction. We then vary the thickness of the anisotropic
layer from 0 to 150 km (starting with increments of 10 km) and
measure φ, δt and SI for the resulting synthetic waveforms (Fig. 9).
As would be expected, SI increases linearly with layer thickness;
we find that the SI values are consistently well constrained, with
tight error bounds. In contrast, the uncertainties for the traditional
methods are large for small layer thickness values (which produce
weak splitting) and decrease with layer thickness, implying that the
splitting would be too weak to be reliably detected for thin lay-
ers. For this particular elasticity scenario (Ppv with an anisotropy
strength of 5 per cent), we find that layers with thickness less than
∼80 km cannot be reliably resolved with the traditional splitting
parameters. We choose this value because for a layer thickness of
∼80 km or greater the error bars are small enough (uncertainty
range of maximum 1 s on δt and 40◦ on φ; see, e.g., Ford et al.
2015) that the predicted delay time would likely be considered ro-
bust for real data. We acknowledge, however, that the choice of
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Figure 7. Dependence of splitting parameters on backazimuth for SKS, SKKS and ScS phases for a homogeneous Ppv model (scenario shown in Fig. 2). (a),
(c), (e) Measurements of SI, (φ − backazimuth) and δt for SKS (yellow) and SKKS (blue) are compared to their ray-theoretical predictions (RT, see legend).
For most backazimuths, the fast polarization direction φ and time lag δt show large 95 per cent confidence intervals (bars). (b), (d), (f) Similar to (a), (c) and
(e) but here for the ScS phase. Ray-theoretical predictions are shown for the case in which both legs of the ray path through D

′′
are considered separately (RT,

see legend) and for the case in which horizontal propagation through D
′′

is assumed (RT hor, see legend).
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Figure 8. Splitting intensity as a function of backazimuth for homogeneous models of Ppv anisotropy in the lowermost mantle. (a) Splitting intensity for SKS
and SKKS for the Ppv tensors from Fig. 4, before (orig, see legend) and after (dec, see legend) decomposition into its orthorombic part. Error bars indicate
95 per cent confidence intervals. (b) Splitting intensity for the ScS phase from the same elasticity scenario as in (a). Plotting conventions as in (a), with details
shown in legend.

∼80 km is somewhat subjective and will depend on the details
of the elastic tensor. Of course, for the real Earth there will be
tradeoffs between the strength of the anisotropy and the thickness
of a detectable layer; if anisotropy is stronger, then thinner layers

may be detectable and vice versa. Furthermore, these experiments
consider noise-free synthetic data; for real, noisy data, the error
bars will be larger and the lower limit for detectability may be
higher.
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Figure 9. Predicted splitting for a series of homogeneous Ppv models with variable layer thickness. The layer is described by the Ppv elastic tensor shown
(looking down from above) in panel (a). The black ‘O’ represents the shear-plane normal and the white ‘X’ represents the shear direction. Other panels show
ray-theoretical predictions (thick circles, labelled RT in legend) and synthetic measurements for SKS (orange), SKKS (green) and ScS (blue; see legend). (b)
Dependence of splitting intensity on layer thickness. (c) Dependence of the time lag δt and (d) the fast polarization direction φ on layer thickness. As would be
expected, the error estimates (bars) decrease with increasing thickness of the layer.

3.2 Influences of boundaries between different anisotropic
domains on splitting parameters

We now investigate the splitting behaviour of waves that sample
the boundary between two anisotropic regions with different prop-
erties, with the goal of understanding how finite-frequency wave
propagation affects measured splitting parameters. In this set of ex-
periments, we are not concerned with understanding how splitting
is affected by anisotropic structures of finite horizontal dimensions;
rather, we just concentrate on the effects associated with boundaries
between different anisotropic domains. The effects of structures
with finite dimensions are discussed in Section 3.3. We consider
two possible geometric possibilities for anisotropic boundaries: one
in which there is a boundary that is parallel to the direction of
wave propagation, and the other in which there is a boundary that
is perpendicular to the direction of wave propagation.

For the first case, we set up a single global model that includes
edges between anisotropic domains, and consider a set of sources
(with a receiver at the North Pole) that allow us to efficiently sample
these boundaries. Fig. 3 shows the configuration for this model. We
consider four domains: isotropic PREM, a Br layer, a Ppv layer and
an Fp layer. We choose a layer thickness of 150 km for all models that
include an anisotropic layer. For the anisotropic cases, we consider
the particular orientations of the tensors that lead to robust splitting
for the selected propagation directions as shown in Fig. 3. We situate
the edges between anisotropic domains at longitudes of 0◦, 90◦, 180◦

and –90◦, as shown in Fig. 3. Results for this model configuration
are shown in Fig. 10 for SK(K)S and Fig. 11 for ScS phases. Again,
we pay particular attention to the splitting behaviour for waves
that sample across the boundary, and investigate to what extent ray

theoretical predictions are accurate for these phases. Figs 10 and
11 show that the predicted splitting parameters from ray theory
and measurements from synthetic waveforms generally agree for
all tensors. (Note that for isotropic PREM, we would expect no
splitting, which explains the large error bars on the apparent splitting
parameters in Figs 10 and 11; in practice, these waveforms would
be characterized as robust null, or non-split, measurements.) We
find that the ray theoretical fit is slightly worse for ScS phases
than for SK(K)S; for example, the ray-theoretical predictions of
the fast polarization direction for Fp are outside the 95 per cent
confidence interval of the ScS splitting measurements (Fig. 11(d)),
while they are within the error bounds for SK(K)S. Furthermore,
the ray theory predictions are slightly poorer for the Fp tensor in
general. The edges themselves have only a very minor effect on the
splitting parameters, and this effect is only observed for waves that
propagate at directions that are fractions of a degree away from the
edge itself. Further than about 60 km away from the edge, there is
no influence on the boundary on the splitting parameters.

For the configuration shown in Fig. 3, we rotate the elastic tensor
so that it is sampled from the same direction for each earthquake.
Doing this, we make sure that differences in splitting parameters
close to the edge can directly be attributed to edge effects and not
to the fact that the elastic tensor is sampled from a slightly different
direction. A scenario for which the elastic tensor was not rotated
is shown in Fig. S10, and the results are similar to those shown
in Figs 10 and 11. Due to computational limitations, the edges
between the domains in Fig. 3 (and in similar experiments that
include laterally variable anisotropy) are not perfectly sharp, but
are smoothed over 1◦. Given that lateral transitions in structure in
the real Earth are unlikely to be perfectly sharp, this approximation
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Figure 10. Splitting parameters for SK(K)S phases as a function of backazimuth for the model scenario shown in Fig. 3, which incorporates four distinct
anisotropic domains. (a), (c), (e) Measurements of SI, φ and δt for SKS (yellow) and SKKS (blue) are compared to their ray-theoretical predictions (RT, see
legend). Error bars show 95 per cent confidence intervals. Edges between domains are at 0◦, 90◦, 180◦ and 270◦ backazimuth. (b), (d), (f) Same results as in
the subfigure to the left, zoomed in on an edge to show detail; as indicated by arrows.

is suitable to evaluate transitions between different domains. We
evaluated the effect of using a sharper transition (smoothed over
0.5◦ instead of 1◦) and found that the results were nearly identical
(Fig. S11).

We now consider a set of models aimed at investigating the sec-
ond case, in which the boundary between one anisotropic and one
isotropic domain is oriented perpendicular to the wave’s propaga-
tion direction. To do this, we considered wave propagation through a
particular anisotropic model (with a Ppv, Br or Fp layer of thickness
150 km), but introduce a lateral boundary between the anisotropic
lower mantle layer and isotropic PREM. We run models with a series
of such boundaries that are located progressively farther away from
the (ray theoretical) pierce point of the phase in question (SKS,
SKKS or ScS) through the top of the anisotropic layer (located
150 km above the CMB). Specifically, we run models for which the
boundary is located from 6 km to 310 km from the pierce point
(increments of 6, 12, 31, 62, 185 and 310 km). As with our other
models, the orientation of the anisotropy is chosen so that robust
and high-quality splitting measurements would be expected for the
relevant wave propagation direction.

The results of this set of models are shown in Fig. 12. For this ex-
periment geometry, we see that there is more of an effect of the edges
on the predicted splitting than for the case in which the boundary
is parallel to the direction of wave propagation. For cases in which

the boundary is placed relatively close to the pierce point, we see
substantial deviations from the ray theoretical predictions (shaded
areas in Fig. 12) and the measurements from the synthetic seismo-
grams, with deviations in delay time of up to ∼0.6s and deviations
in fast direction of up to ∼30◦ (depending on the phase type and the
mineralogy). When the edge is placed ∼3−5◦ or more away from
the pierce point (corresponding to a distance of ∼185−310 km at
the CMB), the differences between ray theory and the full-wave
simulations are negligible.

3.3 Anisotropic strips and blobs

We now consider models that incorporate structures of finite lat-
eral dimension, in order to ascertain the (horizontal) length scale of
anisotropic structures that can be detected at the base of the man-
tle. Generally, shear wave splitting is thought to have a high lateral
but low vertical resolution (e.g., Savage 1999; Long 2009), at least
when it comes to characterizing upper mantle anisotropy with nearly
vertically propagating SKS waves. When it comes to characteriz-
ing lowermost mantle anisotropy, however, the lateral resolution of
SK(K)S and ScS shear wave splitting measurements has not yet
been probed in detail from a full-wave perspective. In order to un-
derstand how large a region of anisotropy must be in the lowermost
mantle in order to cause a clear, robustly measurable effect on the
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Figure 11. Splitting parameters for the ScS phase as a function of backazimuth for the model scenario shown in Fig. 3, which incorporates four distinct
anisotropic domains. (a), (c), (e) Measurements of SI, φ and δt for SKS (yellow) and SKKS (blue) are compared to their ray-theoretical predictions (RT, see
legend). Error bars show 95 per cent confidence intervals. Edges between domains are at 0◦, 90◦, 180◦ and 270◦ backazimuth. (b), (d), (f) Same results as in
the subfigure to the left, zoomed in on an edge to show detail; as indicated by arrows.

waveforms, we carry out three different types of numerical experi-
ments. First, we consider structures that are configured as ‘strips’ of
lowermost mantle anisotropy (in a layer of thickness 150 km) that
are essentially infinite in one dimension (that is, they wrap around
the globe), but have a finite width in the other direction. For our
first set of model runs, we implement an anisotropic strip (of finite
width) along the equator and adjust our source–receiver configura-
tion so that the pierce points of the SKS, SKKS and ScS phases lie
at the equator, with the propagation direction perpendicular to the
equator (Fig. 13(a)). In this configuration, the anisotropic strip is
oriented orthogonal to the ray path, and we vary the width of the
anisotropic strip (from 50 to 700 km; increments of 50 km until
300 km width, then 375, 450, 550 and 700 km width) to find the
minimum width that yields an appreciable effect on the waveform,
with well-constrained splitting parameters. For our second set of
model runs, we still consider a strip of anisotropy, but now the strip
is oriented along the prime meridian (with the source-receiver con-
figuration remaining the same), so that the strip is oriented parallel
to the ray path (Fig. 13(b)). Again, we vary the strip’s width (us-
ing the same increments as above) to identify the minimum size
needed to reliably detect the anisotropy via shear wave splitting
measurements. Finally, in our third set of model runs, we consider
anisotropic structures that are finite in both horizontal directions
(essentially a ‘blob’ of anisotropy with a square base area). For this

set, we consider two different layer thicknesses (that is, the vertical
dimension) of 150 and 250 km, and consider a range of blob sizes
(that is, the horizontal dimension) ranging from 50 to 700 km, with
the same increments used as for the strip’s width.

For this set of models with anisotropic structures of finite lateral
extent, we are careful to ensure that our AxiSEM3D runs are set up
with sufficient precision to capture the 3-D nature of the structures.
We carry out benchmark tests using Fourier expansion orders up to
100 in order to ensure sufficient precision. In order to balance pre-
cision against computational cost, we use Fourier expansion orders
that led to visually identical results as the results from order 100 for
all of the phases considered.

To illustrate our results, we show in Fig. 14 the predictions from
the ‘strip’ and ‘blob’ tests for SKS phases for a 150-km-thick layer
of Ppv. Results for other elastic tensor scenarios (Br and Fp) for
SKS are shown in Fig. S12, and results for SKKS and ScS phases
(for various elasticity scenarios) are shown in Figs S13 and S14,
respectively. The general results from these tests are illustrated well
by the results shown in Fig. 14, however. As with our previous tests,
we compare our synthetic measurements with the predictions from
ray theory, and in Figs 14 and S12–S14 we also compare them with
the predictions from equivalent models that have a single, uniform
layer of anisotropy of global extent (shown with horizontal bars; the
width of the bars is controlled by the size of the error estimates on
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the splitting parameters estimated from synthetic seismograms for
homogeneous models).

Fig. 14 demonstrates that as one would expect, the splitting pre-
dicted for an SKS wave sampling an anisotropic strip or blob of
finite width tends to converge to the homogeneous global layer case
as the size of the anomaly increases, and for anomalies that are
∼400–600 km in size, the synthetic splitting is similar to the global
layer case. Again as expected, the synthetic splitting parameters also
tend to converge to the ray theoretical predictions as the size of the
anomaly increases. We observe very large error bars on the syn-
thetic splitting parameters, particularly for estimates of delay time
and fast direction, when the anomaly size is small (and therefore the
amount of splitting is also small). Generally, the splitting intensity
seems to be more robust and more sensitive to anisotropic struc-
tures of any size in contrast to the traditional splitting parameters.
Furthermore, it is clear that there are significant differences in syn-
thetic splitting and ray theoretical predictions, particularly for the
splitting intensity values, for small anomalies (smaller than ∼400
km in Fig. 14). This suggests that consideration of finite-frequency
effects is important when trying to estimate the minimum size of
anisotropic bodies that can be detected in D

′′
, and we cannot rely

on ray theoretical predictions to guide these estimates.
Similar to our findings in Section 3.2 when we investigated edge

effects, we find that when the anisotropic strip is oriented orthogonal
to the direction of wave propagation, the splitting parameters show

larger uncertainties than when the strip is parallel to the propagation
direction (Fig. 14). Furthermore, the uncertainties are the largest for
the blob models, in which the anisotropic structure is finite in both
horizontal dimensions.

In addition to the model shown in Fig. 14, which incorporated
a layer thickness of 150 km, we also investigated ‘blob’ models
with a thicker anisotropic layer of 250 km, in order to understand
whether the minimum horizontal dimension needed to reliably de-
tect anisotropy is different for structures that have a greater vertical
extent. A comparison between these two scenarios for SKS phases
for the Ppv elastic tensor is shown in Fig. 15, and similar com-
parisons for SKKS and ScS phases are shown in Supplementary
Figs S15 and S16, respectively. (We note that because the Br and
Fp elastic tensors have stronger anisotropy than Ppv, the 250 km
thick layer model predicted delay times that were large enough to
violate the measurement assumptions for the chosen propagation
direction; therefore, we only show the 250-km-thick layer test for
the Ppv elasticity scenario.) As one would expect, ray theory would
predict stronger splitting of SKS phases for the thicker layer case.
Interestingly, however, the error bars for splitting parameter esti-
mates made on synthetic SKS phases for the thicker layer case tend
to be larger.

Taken together, the model results shown in Figs 14 and 15 as well
as Figs S12–S16 allow us to visually assess the scale of anisotropic
structures for which we expect to obtain reliable splitting parameters
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Figure 13. Schematic sketch of the model configurations for the anisotropic ‘strip’ (A+B) and the anisotropic ‘blob’ (C) scenarios. The source–receiver
configuration is selected such that pierce points of SK(K)S phases through the CMB and the reflection point of the ScS phase are precisely at the equator.
Spherical cross-sections of the ray paths for these phases are shown in Fig. 1. Sources are represented as stars and stations as triangles with the colour
corresponding to the particular phase. Case (A) Anisotropic band along the equator (orthogonal to the ray path plane); case (B) anisotropic band along the
prime meridian (parallel to the ray path plane). The width of these bands is systematically varied. For (C) the model includes an anisotropic ‘blob’ with a square
base area.

for SK(K)S and ScS phases. In general, we find that strips that are
oriented parallel to the ray path with a width of less than ∼300 km
would not lead to high-quality, well-defined traditional splitting
patterns. If splitting intensity measurements are used, somewhat
smaller structures might be resolvable, although this will depend on
the amount of noise in real data. For strips with edges orthogonal to
the ray path, it is unlikely that structures of less than ∼400 km width
would be resolvable, particularly with the traditional measurement
methods. Similarly, for the blob models, structures on length scales
shorter than ∼400 km would be too small to be resolved. Of course,
the exact cutoffs for the size of anisotropic structures that would
be resolvable in the real Earth would depend on the strength of
anisotropy, the layer thickness, and the level of noise in the data, but
our models generally suggest that structures smaller than ∼400 km
would be unresolvable.

3.4 Realistic Earth scenario—upwelling associated with
the Iceland plume

As a final set of models for this study, we carry out a set of nu-
merical experiments that is designed to test whether a previously
proposed model for lowermost mantle anisotropy beneath Iceland
can reproduce shear wave splitting observations when full wave
propagation effects are taken into account. Specifically, Wolf et al.
(2019) proposed a model for anisotropy at the base of the mantle
beneath Iceland that was based on the interpretation of ScS shear
wave splitting measurements, which suggest a transition from VSH >

VSV anisotropy outside of the plume region to VSV > VSH anisotropy
directly beneath the plume. They explained these observations by
invoking a cylindrical upwelling at the base of the plume, in a flow

scenario similar to that proposed by Yuan & Romanowicz (2017).
Wolf et al. (2019) tested this conceptual flow model using a range
of different elasticity models (based on single-crystal elasticity) for
different minerals based on a ray theory approximation. Here, we
wish to test whether this conceptual model can match the observa-
tions in the context of a global wave propagation simulation, and
using the more realistic elastic tensor scenarios proposed by Creasy
et al. (2020).

In order to test this idea, we implement a simplified version
of a cylindrical upwelling geometry, with an approximately circular
structure of diameter 800 km centered beneath Iceland (Fig. 16). We
choose a layer thickness of 100 km, which yields a synthetic delay
time that allows us to obtain well-constrained splitting parameters
and avoid violating assumptions made by the splitting measurement
method. Within the circular structure, we use elastic tensors for Ppv
and Br from Creasy et al. (2020) that result from uniaxial exten-
sion, rather than simple shear; other assumptions (the dominant slip
system(s), the single crystal elasticity, and the amount of strain)
are identical to those used in our other simulations. The anisotropy
is oriented such that the extension direction is vertical. Outside the
circular structure, we assume horizontal simple shear, with the shear
direction oriented towards the centre of the upwelling. We consid-
ered two different, nearly parallel ScS ray paths (Fig. 16), with one
path sampling directly beneath Iceland and one sampling outside of
it. While we do not attempt to model the particular ray paths in the
Wolf et al. (2019) study, this general ray path configuration (with
nearly parallel paths that sample within and just outside the region
at the base of the plume) is similar. Again, the goal is to understand
whether an anisotropic structure of 800 km diameter would find ro-
bust expression in the splitting of ScS phases, and could potentially

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/228/1/366/6358526 by Yale U

niversity user on 17 Septem
ber 2021



380 J. Wolf et al.

S
pl

itt
in

g 
In

te
ns

ity

-50

50

Φ
 [°

]

0

1

3

δ
t [

s]

0 400 600Layer width [km]0 400 600Layer width [km] 0 400 600Layer width [km]
=length [km]

SKS

Ppv Ppv RT

)b()a(

(e)

(h)

(i)

Full Layer Ppv

(c)

(f )(d)

(g)

Figure 14. Splitting parameters for the different strip and blob scenarios for the SKS phase, for a Ppv anisotropy model. Panels (a), (d) and (g) show splitting
intensity, φ and δt for the first scenario; (b), (h) and (e) show these quantities for the second scenario; (c), (f) and (i) show these quantities for the third scenario.
Full-wave measurements generally match the ray-theoretical predictions (RT, see legend) only for large dimensions of the anisotropic structures. Error bars for
full-wave measurements start to decrease substantially for structures larger than 400 km. Generally, the error bars are larger for the latitudinal band than for
the longitudinal band and the largest for the blob scenario. 95 per cent confidence intervals of splitting measurements for a full global layer Ppv are shown as
shaded areas.

cause a 90◦ difference in fast splitting direction, if finite-frequency
effects are taken into account. We tested two possible models, one
with a Br (Fig. 16) and another with a Ppv (Fig. S17) elastic ten-
sor; the layer thicknesses within and outside the upwelling were
approximately 100 km.

Results from these simulations are shown in Figs 16 and S17. We
find that for both the Br (Fig. 16) and the Ppv (Fig. S17) scenarios,
we are able to reproduce the first-order result from Wolf et al. (2019)
that ScS phases sampling the lowermost mantle directly beneath the
Iceland plume show a fast direction that is consistent with VSV >

VSH anisotropy, while ScS phases sampling just outside that region
show a fast direction that is consistent with VSH > VSV anisotropy. In
other words, the anisotropy scenario that we model, with horizontal
simple shear outside the plume and vertical extension (consistent
with upwelling) inside of it, would predict a 90◦ difference in fast
splitting direction. This finding is similar to the conclusions of Wolf
et al. (2019), who carried out ray theoretical modelling of potential
upwelling scenarios at the base of the mantle beneath Iceland, and it
shows that this conclusion is valid even when finite-frequency wave

effects are taken into account. Furthermore, it demonstrates that
a relatively localized upwelling of limited spatial extent (Figs 16
and S17) is capable of causing the observed 90◦ flip in fast splitting
directions, even in the context of a realistic global wave propagation
simulation, and despite the small size of the presumed upwelling
(diameter of 800 km, height of ∼100 km).

4 D I S C U S S I O N

An important question raised by our numerical simulations is that
of possible contamination of shear wave splitting measurements by
other phase arrivals. Specifically, when trying to determine a conve-
nient distance range for our simulations, we find that the ScS phase is
contaminated by other phases for epicentral distances larger than 72◦

(for a focal depth of 0 km; Fig. 6). For larger focal depths, we must
also consider the potential effects of surface-reflected phases (that
is, depth phases). Furthermore, even for epicentral distances smaller
than 72◦, the possibility of contamination from crustal phases cannot
be excluded. Contamination from other phases has been shown to
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Figure 15. Comparison of two blob scenarios with different thicknesses for SKS phases for the Ppv elastic tensor, as schematically drawn in panels (a) and (b).
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potentially mimic splitting for direct S phases, even if no anisotropy
is present (e.g., Tono & Fukao 2013), which is why they should be
avoided when analysing real data. A straightforward way to do this
is to automatically exclude phases that arrive within approximately
10 s of a potential contaminating arrival (as, for example, done by
Reiss & Rümpker 2017). If potentially contaminating phases are
not preemptively identified, it can be difficult to distinguish their
effects on the phase of interest for real data. For example, in the
record sections shown in Fig. 6, at a distance of ∼75◦ ScS and PS
phases cannot be discriminated from each other. Our results imply
that S-ScS differential splitting Wookey et al. (2005a) has to be
conducted with great caution for distances larger than 72◦, and even
for closer distances, the possibility of contamination should be con-
sidered. The generation of synthetic seismograms with AxiSEM3D
is a useful tool for identifying potentially contaminating phases.

The modelling experiments presented here show that in general,
ray theory typically provides a satisfactory approximation to the
shear wave splitting behaviour when finite-frequency effects are
taken into account, particularly for the simplest, laterally homoge-
neous models (Figs 7 and S1–S5). This holds for all of the elastic
tensor scenarios (Ppv, Br and Fp) that we considered. It is also
true for each of the three types of phases examined in this study
(SKS, SKKS and ScS), with the SK(K)S synthetics typically yield-
ing splitting parameter estimates that are particularly consistent
with ray theoretical predictions. This is true despite the fact that the
phases investigated possess a dominant period of ∼10s which cor-
responds to a wavelength of approximately 80 km, which is on the
order of magnitude of the layer thickness we consider. Nonetheless,
we do not observe substantial effects of trapped energy or diffrac-
tion for any of the scenarios we investigated. In cases where we
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Both scenarios lead to VSV > VSH (φ

′ ≈ 0◦) for ray path B (beneath Iceland) and VSH > VSV (φ
′ ≈ 90◦) in the surrounding regions (ray path A), consistent

with the observations of Wolf et al. (2019). A similar plot for a Ppv elastic tensor is shown in Fig. S17.

document significant differences between ray theoretical and full-
wave synthetic splitting parameters, it was often the case that the
error estimates from the synthetic waveforms were very large, and
in practice measurements with such large error bars would likely be
discarded. For ScS, we find that it is essential to explicitly consider
both the downgoing (before CMB reflection) and upgoing (after
CMB reflection) legs of the ScS phase in formulating ray theoret-
ical predictions. While the assumption of a purely horizontal ray
path is commonly used in ScS shear wave splitting studies, we have
shown that these predictions are substantially less accurate than
those that explicitly consider both legs of the ScS ray path.

Another interesting result from our homogeneous, single-layer
models is the finding that not only do measured splitting parame-
ters on synthetic SK(K)S and ScS phases vary substantially with
azimuth, but the size of the error estimates vary as well and are
generally quite large. In fact, well-constrained measurements of the
traditional splitting parameters (φ, δt) are limited to relatively nar-
row azimuthal ranges for most of the models we present (e.g. Figs 7,
S1 and S5). To highlight one example, for the model shown in Fig. 7
the splitting parameters are highly uncertain for most propagation
directions, and particularly for real, noisy data, we would only ex-
pect to measure reliable splitting for a few specific azimuths. This
may explain the fact that observational studies of D

′′
anisotropy

generally yield relatively few clear, well-constrained measurements

of D
′′
-associated splitting. Furthermore, this observation reflects

the tradeoff between anisotropy strength and layer thickness that
is inherent in splitting studies; these two combined effects must
yield splitting that is strong enough to be detectable (above the limit
imposed by error bars; that is the delay time must be significantly
larger than the 95 per cent confidence on the δt estimate), but not
so strong that the assumptions that are built in to the measurement
methods are violated. Specifically teleseismic shear wave splitting
measurements rely on δt being much smaller than the wave’s dom-
inant period (e.g., Silver & Chan 1991; Chevrot 2000); if δt is large
enough to violate this assumption, then the measurements will be
inaccurate. For any given elasticity model, this balance will only
be achieved over a narrow range of azimuths. In practice, this may
mean that even if perfect ray coverage could be achieved for the
real Earth, the geometry of anisotropy may not be fully constrained
because high-quality measurements cannot be obtained over all
azimuths. Our models also show, however, that splitting intensity
measurements are typically much better constrained than the tradi-
tional (φ, δt) parameters, so a focus on high-quality measurements
of splitting intensity may help to overcome this limitation.

Our finding that ray theory often provides satisfactory predictions
when compared to full-wave simulation also generally holds for
more complicated models (across edges and for structures of finite
extent), although we document some complications for waves that

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/228/1/366/6358526 by Yale U

niversity user on 17 Septem
ber 2021



SK(K)S and ScS sensitivity to D′′ anisotropy 383

sample the edges of anisotropic structures. Specifically, we find
some modest influence of edges between different anisotropic (and
isotropic) domains for some models. We find that across edges,
the synthetic splitting parameters do not typically yield unexpected
splitting parameters that are unlike what would be expected given
the geometry of the anisotropy on either side of the edge. When
edges are parallel to the direction of the ray propagation (that is,
the source–receiver plane), edge effects are slight (Figs 10 and 11),
while they are somewhat larger when the edge is orthogonal to
the ray path plane (Fig. 12). Edges orthogonal to the propagation
direction can have an effect on the modeled splitting parameters if
the ray theoretical path is within ∼200−300 km of the edge.

We estimate a minimum thickness of an anisotropic layer that
is likely to be detectable at ∼80 km (Fig. 9) for plausible elastic-
ity scenarios, although of course there are tradeoffs between the
strength of anisotropy and the thickness of the layer, and the actual
strength of anisotropy at the base of the mantle is not well known.
For anisotropic structures of finite extent such as strips and blobs,
we find that structures with widths less than ∼300–400 km would
be too small to be detectable using traditional splitting measurement
methods, so we do not expect to resolve smaller structures in the real
Earth using actual data using SK(K)S phases. If splitting intensity
measurements are used, then smaller structures may be resolvable,
since splitting intensity is a more robust quantity when splitting is
weak.

5 C O N C LU S I O N S

Our modelling experiments show that ray theory is generally suit-
able to approximate full-wave behaviour of SKS, SKKS and ScS
splitting due to lowermost mantle anisotropy. For ScS, ray theo-
retical predictions must explicitly consider both the upgoing and
downgoing legs of the phase in the anisotropic layer. For complex
models that include edges between different anisotropic domains
and anisotropic structures of finite extent, small to moderate depar-
tures from ray theory are predicted. We estimate that a minimum
layer thickness of ∼80 km is needed to detect anisotropy with
commonly used splitting measurement methods, although this will
trade off with the strength of anisotropy. Anisotropic structures with
length scales of ∼300–400 km at the base of the mantle should be
theoretically detectable, although in practice with noisy data in the
real Earth this limit may be higher. We show that a simple model
of a cylindrically symmetric upwelling beneath Iceland that was
previously invoked to explain ScS splitting observations, developed
in a ray theoretical framework, can plausibly explain the data when
finite frequency effects are taken into account.

Finally, and perhaps most importantly, we establish the utility of
the anisotropic module of AxiSEM3D to efficiently simulate global
wavefield propagation for models that include various elasticity sce-
narios at the base of the mantle, including heterogeneous structures.
We find that ray theoretical predictions of shear wave splitting for
simple lowermost mantle anisotropy are generally accurate, vali-
dating the philosophy of previous modelling studies based on ray
theory (e.g., Nowacki et al. 2010; Cottaar et al. 2014; Ford et al.
2016; Creasy et al. 2017; Reiss et al. 2019; Wolf et al. 2019; Lutz
et al. 2020). For more complicated anisotropy scenarios, full-wave
effects can be significant and may be larger for complex anisotropy
in the real Earth. For such cases, our results also point the way to-
wards new modelling approaches for lowermost mantle anisotropy
studies that are based on more accurate global wavefield simula-
tions carried out at moderate computational cost. Furthermore, our

modelling framework affords the opportunity to realistically sim-
ulate the behaviour of multiple body wave phases, allowing for
a consideration of possible phase interferences when measuring
splitting. Finally, global wavefield simulations have the potential to
reveal previously unknown effects of anisotropy on the full seismic
wavefield, potentially illuminating new observational strategies.
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S U P P O RT I N G I N F O R M AT I O N

Supplementary data are available at GJI online.

Figure S1: Dependence of splitting parameters on backazimuth for
SKS, SKKS and ScS phases for a homogeneous Br model (vertical
shear plane with horizontal shear direction). (a), (c), (e): Measure-
ments of SI, (φ-backazimuth) and δt for SKS (yellow) and SKKS
(blue) are compared to their ray-theoretical predictions (RT, see
legend). For most backazimuths, the fast polarization direction φ

and time lag δt show large 95 per cent confidence intervals (bars).
(b), (d), (f): Similar to (a), (c) and (e) but here for the ScS phase.
Ray-theoretical predictions are shown for the case in which both
legs of the ray path through D

′′
are considered separately (RT, see

legend) and for the case in which horizontal propagation through
D

′′
is assumed (RT hor, see legend).

Figure S2: Like Fig. S1 for a Fp elastic tensor with a vertical shear
plane and horizontal shear direction. Plotting conventions are as in
Fig. S1.
Figure S3: Like Fig. S1 for a Br elastic tensor with vertical simple
shear. Plotting conventions are as in Fig. S1.
Figure S4: Like Fig. S1 for a Fp elastic tensor with vertical simple
shear. Plotting conventions are as in Fig. S1.
Figure S5: Like Fig. S1 for a Ppv elastic tensor with vertical simple
shear. Plotting conventions are as in Fig. S1.
Figure S6: Like Fig. S1 for a Br elastic tensor with horizontal
simple shear. Plotting conventions are as in Fig. S1.
Figure S7: Like Fig. S1 for a Fp elastic tensor with horizontal
simple shear. Plotting conventions are as in Fig. S1.
Figure S8: Like Fig. S1 for a Ppv elastic tensor with horizontal
simple shear. Plotting conventions are as in Fig. S1.
Figure S9: Splitting intensity as a function of backazimuth for
homogeneous models of Ppv anisotropy in the lowermost mantle. (a)
Splitting intensity for SKS and SKKS for the Ppv tensor from Fig. 4,
before (orig, see legend) and after (dec, see legend) decomposition
into its orthorombic part. Error bars indicate 95 per cent confidence
intervals. (b) Splitting intensity for the ScS phase from the same
elasticity scenario as in (a). Plotting conventions as in (a), with
details shown in legend.
Figure S10: Similar to Figs 10 of the main manuscript, but for
a scenario in which the elastic tensors are not rotated close to the
edges between domains. (a), (b) and (c) show splitting parameters as
a function of backazimuth for the model scenario shown in (d). (a),
(b), (c): Measurements of SI, φ and δt for SKS (yellow) and SKKS
(blue) are compared to their ray-theoretical predictions (RT, see leg-
end). Error bars show 95 per cent confidence intervals. Edges be-
tween domains are at 0◦, 90◦, 180◦ and 270◦ backazimuth. (d) Con-
figuration designed to understand splitting behaviour across edges
between different domains for a laterally heterogeneous model. The

density of simulated earthquakes increases closer to the edge, as
indicated by ×12 (=12 earthquakes). Anisotropic edges are chosen
to be at longitudes 0◦, 90◦, 180◦ and −90◦. We implement four
domains: Ppv (0–90◦), isotropic PREM (90–180◦), Br (180− 90◦)
and a Fp (−90◦ to 0◦). In contrast to the scenario presented in Figs 3
and 10 of the main text, elastic tensors (shown looking down from
above) are not rotated close to the edges. At each edge an orienta-
tion of the tensors is chosen that yields well-constrained splitting
measurements, visually presented by the upper hemisphere insets
of the elastic tensors.
Figure S11: Similar to Figs 10 and 11 of the main text investigating
the effect of a denser mesh. Splitting parameters for SK(K)S (upper
row) and ScS (lower row) for the scenario shown in Fig. 3 of the main
paper. Here, a denser mesh was used (3 elements per wavelength,
Courant number 0.5 at 4 s period), plus a denser anisotropy input file
(lat, lon). This leads to sharper edges. (a), (b), (c): Measurements
of SI, φ and δt for SKS (yellow) and SKKS (blue) are compared to
their ray-theoretical predictions (RT, see legend). Error bars show
95 per cent confidence intervals. Anisotropic edges at longitudes
0◦, 90◦, 180◦ and −90◦. (d), (e), (f): Like (a), (b), (c) for ScS (blue).
with ray-theoretical prediction in yellow.
Figure S12: Similar to Fig. 14 of the main text, but for Br and Fp
anisotropy scenarios. Splitting parameters for the different strip and
blob scenarios for the SKS phase, for a Br (green) and a Fp (orange)
anisotropy model. Panels (a), (d) and (g) show splitting intensity,
φ and δt for the first scenario (top inset); (b), (h) and (e) show
these quantities for the second scenario; (c), (f) and (i) show these
quantities for the third scenario. Full-wave measurements generally
match the ray-theoretical predictions (RT, see legend) only for large
dimensions of the anisotropic structures. Error bars for full-wave
measurements start to decrease substantially for structures larger
than 400 km. Generally, the error bars are larger for the latitudinal
band than for the longitudinal band and the largest for the blob
scenario. 95 per cent confidence intervals of splitting measurements
for a full global layer Br and Fp are shown as shaded areas.
Figure S13: Like Fig. S12 for elastic tensors Br (green), Fp (orange)
and Ppv (blue), for the SKKS phase. Plotting conventions are as in
Fig. S12.
Figure S14: Like Fig. S12 for elastic tensors Br (green), Fp (orange)
and Ppv (blue), for the ScS phase. Plotting conventions are as in
Fig. S12.
Figure S15: Similar to Fig. 15 of the main text, but for SKKS
phases. Comparison of two blob scenarios with different thicknesses
for SKKS phases for the Ppv elastic tensor, as schematically drawn
in panels (a) and (b). Splitting intensity, φ, and δt for a thickness
of 150 km are shown in panels (c), (e) and (g), and for a thickness
of 250 km in panels (d), (f) and (h). Layer width (=length) is
varied (x-axis). Full-wave measurements match the ray-theoretical
predictions (RT, see legend) only for large structures. 95 per cent
confidence intervals of splitting measurements for a full global layer
of Ppv anisotropy are shown as shaded areas.
Figure S16: Like Fig. S15 for the ScS phase. Plotting conventions
are as in Fig. S15.
Figure S17: Simulation of a simple seismic anisotropy scenario for
the Iceland plume using Ppv elastic tensors, with the same setup
as for Fig. 16 of the main manuscript. For the region surrounding
Iceland we assume horizontal simple shear; In the upwelling region
(blue circle on map) uniaxial extension with a vertical extension
direction is used. At the top we show a visual representation of the
elastic tensors looking down from above, with a black ‘O’ repre-
senting the shear-plane normal, white ‘X’ representing the shear
direction and a white arrow representing the extension direction. At
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bottom left is a map of the event (focal mechanism), station (red
triangle), and ray path configuration. At bottom right are the hori-
zontal component seismograms and splitting parameter estimates.
Plotting conventions follow those in Fig. 4 of the main manuscript.
Both scenarios lead to VSV > VSH(φ

′ ≈ 0◦) for ray path B (beneath
Iceland) and VSH > VSV(φ

′ ≈ 90◦) in the surrounding regions (ray
path A), consistent with the observations of Wolf et al. (2019).
Table S1: Summary of simple shear elastic tensors used in this
work from Creasy et al. (2020). We show the mineral of interest,

the dominant slip system considered, the experimental paper the
slip system is based upon and the table in Creasy et al. (2020)
that contains the individual elastic constants that make up the
tensor.

Please note: Oxford University Press is not responsible for the con-
tent or functionality of any supporting materials supplied by the
authors. Any queries (other than missing material) should be di-
rected to the corresponding author for the paper.
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