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Flow in the mantle’s bottom boundary layer plays an important role in shaping structures and processes 
in the deep mantle; however, knowledge of lowermost mantle flow patterns remains elusive. In particular, 
the influence of remnant slabs on lowermost mantle flow is poorly known, although it is likely that slabs 
play an important role in driving flow and thus in controlling key aspects of lowermost mantle behavior. 
Measurements of seismic anisotropy can yield relatively direct constraints on slab-induced lowermost 
mantle flow; however, such observations are challenging to make. We take advantage of the excellent 
raypath coverage beneath the northeastern Pacific Ocean provided by the USArray deployment in North 
America to provide detailed sampling of a region that has a long subduction history, with remnant 
slabs likely impinging on the core-mantle boundary. We present observations of coherent, strong shear 
wave splitting of SKKS and Sdiff phases across USArray stations and show through global wavefield 
modeling that the splitting is due to lowermost mantle anisotropy. A stacking approach enables us 
to make robust estimates of lowermost mantle splitting parameters, which we model by considering 
realistic mineral physics scenarios. Under the assumption of simple horizontal shear deformation, our 
observations are consistent with generally north-south flow directions for either a post-perovskite or a 
bridgmanite mineralogy; ferropericlase cannot explain observations. We speculate that this flow is driven 
by subducting slab remnants impinging on the core-mantle boundary.

© 2022 Elsevier B.V. All rights reserved.
1. Introduction

The mantle beneath the northeastern Pacific Ocean (Fig. 1a,d) 
has a rich subduction history (e.g., Matthews et al., 2016; Merdith 
et al., 2021; Suzuki et al., 2021). Remnant slabs that reach the low-
ermost mantle are visible in tomographic velocity models (e.g., 
Ritsema et al., 2011; French and Romanowicz, 2014; Durand et 
al., 2017), due to their thermal contrast with the ambient mantle. 
Beneath our study region, remnants of the Farallon plate (Lithgow-
Bertelloni and Richards, 1998) are likely present. This plate has 
been nearly completely subducted via the north Pacific subduction 
zones, whose subduction positions stayed relatively stable during 
the past 300 million years (e.g., Merdith et al., 2021). Addition-
ally, remnants of the Amusia plate, the Inzanagi plate, and the 
Moghol-Okhotsk plate (e.g., Merdith et al., 2021) could have plausi-
bly reached the core-mantle boundary (CMB) in this region. While 
it is challenging to confidently identify the present-day location of 
individual plate fragments in the lowermost mantle (e.g., van der 
Hilst et al., 1997; Sigloch et al., 2008), it is likely that the lower-
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most mantle structure beneath the northeastern Pacific is domi-
nated by slab remnants impinging on the CMB due to the stability 
of the circum-Pacific subduction for (at least) the past 300 million 
years (e.g., Wolf and Evans, 2022).

Measurements of seismic anisotropy (Long, 2009; Long and 
Becker, 2010) can yield relatively direct constraints on deforma-
tion and flow in the mantle. While seismic anisotropy in Earth’s 
crust (e.g., Barruol and Kern, 1996) and the upper mantle (e.g., 
Chang et al., 2014) are relatively straightforward to constrain, 
measurements of lowermost mantle anisotropy are more chal-
lenging, as they must take into account potential contributions 
from several anisotropic layers, particularly the upper mantle (Wolf 
et al., 2022a). There are some indications from several previous 
studies that the lowermost mantle beneath the eastern Pacific 
is anisotropic (Long, 2009; Nowacki et al., 2010; Asplet et al., 
2020). For example, Asplet et al. (2020) detected SKS-SKKS split-
ting discrepancies (thought to indicate a contribution from lower-
most mantle anisotropy) that they interpreted as an anisotropic 
region of the D′′ layer that extends beneath much of the east-
ern Pacific Ocean (building on work by Long, 2009). Nowacki et al. 
(2010) inferred tilted transverse anisotropy in the lowermost man-
tle anisotropy to the south of our study region, although the S-ScS 
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Fig. 1. Raypath and station distribution for SK(K)S phases (a,b) and Sdiff phases (d,e). Events are represented by yellow stars, stations by dark- and light red triangles. (a) SKS 
and SKKS raypaths from events 1 and 2. The path length through a 250 km thick D′′ is shown in a different color depending on the phase and on whether the phase was 
split (see legend). Stations are shown in dark red (no splitting observed in record sections shown in S1-S4) or light red (splitting observed). Background colors represent 
velocity perturbations with respect to PREM (Dziewonski and Anderson, 1981) from SEISGLOB2 (Durand et al., 2017); see color bar at lower right. For better reference in 
the text, lowermost mantle regions A-C are labeled. (b) Zoomed in map of stations at which splitting due to lowermost mantle anisotropy is observed. The representative 
station used in the modeling is shown in pink. Black sticks represent upper mantle associated splitting parameters from the IRIS splitting database (Trabant et al., 2012; Liu 
et al., 2014); the orientation represents the fast polarization direction and the length of the black stick the delay time (legend). (c) Schematic illustration of SK(K)S and Sdiff
raypaths in the Earth. (d) Similar to panel (a) for the Sdiff phases from event 1. Color of raypath represents path length of Sdiff along the CMB and through D′′ (see legend). 
Lowermost mantle regions D (splitting observed) and E (no splitting observed) are explained in the text. (e) Similar to panel (b) for those stations that indicate lowermost 
mantle splitting of Sdiff. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)
differential splitting technique that they used is based on some re-
strictive assumptions (Wolf et al., 2022a).

In order to study lowermost mantle anisotropy beneath the 
northeastern Pacific, we investigate earthquake records with sim-
ilar raypaths that exhibit particularly clear SKS, SKKS, and Sdiff
arrivals across hundreds of seismic stations in North America. 
We initially identify a set of seven earthquakes with a source 
depth >500 km and magnitude Mw > 6.0 that occurred below 
the Celebes Sea in 2009 and 2010 (Supplementary Table S1), when 
many of the USArray Transportable Array (TA) stations were de-
ployed at epicentral distances between 101◦ and 120◦ . We focus 
on the two highest-quality events from this group, which ex-
hibit high signal-to-noise ratios across a large number of stations 
(Fig. 1); waveforms from other earthquakes are generally consis-
tent with these two high-quality events, but with substantially 
higher noise levels. Each of these chosen events is suitable to an-
alyze splitting of SKS and SKKS phases (Fig. 1a), while the initial 
source polarization is favorable for the analysis of Sdiff splitting for 
just one of the events (see Section 3.2). We refer to the earth-
quake for which Sdiff could be analyzed as ‘event 1’ (2009-10-
07 21:41:14) and the other earthquake as ‘event 2’ (2010-07-24 
05:35:01).

We investigate both SKS-SKKS differential splitting and Sdiff
splitting in the waveforms. Large differences in SKS and SKKS split-
ting for the same event-station pairs are typically inferred to re-
flect a contribution from D′′ anisotropy to the splitting of one or 
both phases (Long, 2009; Asplet et al., 2020), because the raypaths 
of these two phases are similar in the upper mantle and diverge 
substantially in the lowermost mantle (Fig. 1c). The measurement 
of Sdiff splitting due to D′′ anisotropy is more complicated; while 
Sdiff phases are usually mainly SH polarized, it cannot necessar-
ily be assumed that all energy on the radial component of the 
2

seismogram is due to seismic anisotropy (Komatitsch et al., 2010; 
Borgeaud et al., 2016), and substantial precautions must be taken 
in order to correctly identify the effect of splitting in Sdiff wave-
forms.

2. Methods

2.1. Stacking approach and splitting measurements

Before visual inspection of waveforms, we bandpass filter our 
data, retaining periods between 8 and 25 s. Then, we conduct a 
quality check for SK(K)S and Sdiff to sort out obviously flawed or 
particularly noisy data (making up less than 30% of our data set). 
Subsequently, we visualize our data in record sections (e.g., Fig. 2) 
to detect either a) significantly different transverse energy for SKS 
compared to SKKS phases, or b) radial energy arriving for Sdiff that 
cannot be explained by the initial source polarization. After iden-
tifying data with a signature of shear wave splitting due to D′′
anisotropy (discussed further in Section 2.1), we linearly stack the 
aligned data for each phase and event of interest (e.g., Fig. 3) and 
measure shear wave splitting parameters φ′ (fast polarization of 
the wave, measured as an angle from the backazimuthal direc-
tion), δt (time lag between the fast and the slow waves) and the 
splitting intensity (S I; a measure of the transverse component am-
plitude, quantifies the degree to which the wave is split; Chevrot, 
2000). We obtain these measurements from the stacked data us-
ing a modified version of the SplitRacer (Reiss and Rümpker, 2017; 
Reiss et al., 2019) software (e.g., Fig. 4), using the transverse energy 
minimization technique (Silver and Chan, 1991) to measure fast di-
rection and delay time, while incorporating a corrected uncertainty 
estimation (Walsh et al., 2013). SplitRacer includes an automatic 
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Fig. 2. Waveforms for event 1 (2009-10-07) as a function of distance and azimuth. (a) Record sections of arrivals for SKS (top row), SKKS (middle row) and Sdiff (bottom row) 
phases. Only every 10th trace is plotted without transparency to better visualize the individual waveforms. Phase arrival times predicted by PREM (Dziewonski and Anderson, 
1981) are indicated red dashed lines. The SKKS phases show coherent transverse energy in the distance range between 110◦ and 119◦ (pink bar), while the SKS phases do 
not. The diffracted S waves (bottom row) do not show transverse energy between 107◦ and 110◦ distance (pink bar), but do show clear transverse energy for distances larger 
than 112◦ (pink bar). (b) Similar representation of waveforms as in panel (a) but as a function of azimuth. For azimuths <43◦ SKKS is apparently more strongly split than 
SKS (pink bar). For Sdiff, clear radial energy is discernible for these azimuths too, while radial energy is less pronounced for larger azimuths.
multi-window calculation of the splitting parameters to avoid bias 
from manual picking of the measurement window.

2.2. Global wavefield simulations

Our full-waveform simulations using AxiSEM3D (Leng et al., 
2016, 2019) are performed using isotropic PREM (Dziewonski and 
Anderson, 1981) as background model. The general approach to 
model setup and parameterization is similar to our approach in 
previous work (Wolf et al., 2022a, 2022b). The lowermost few 
hundred kilometers of the model are replaced in many of our mod-
els by a layer of anisotropy, described by aligned post-perovskite 
(Ppv)bridgmanite (Br) or ferropericlase (Fp). Source depths and 
moment tensors for the events are those reported by the USGS 
earthquake database. Seismograms are calculated down to periods 
of 6 s, while paying attention to selecting an appropriately high 
Fourier expansion order (Leng et al., 2016, 2019; see also Wolf et 
al., 2022b). Synthetic seismograms are then stacked and evaluated 
using identical processes as with real data.

For some of our simulations we include anisotropy in both 
the lowermost mantle and the upper mantle, using the US32 
model for azimuthal anisotropy (Zhu et al., 2020). To implement 
this model into our AxiSEM3D input, we need to produce a full 
elastic tensor Cijkl based on the parameters used by Zhu et al. 
(2020) in their model parameterization. In order to create a com-
plete elastic tensor from an azimuthal anisotropy model that does 
3

not fully describe all independent elastic tensor components, we 
must make some assumptions. We take the following steps: 1) We 
create a vertical transversely isotropic (VTI) elastic tensor using 
MSAT (Walker and Wookey, 2012). To do this, we use the shear 
wave velocity from US32 (Zhu et al., 2020), P-wave velocity from 
STW105 (Kustowski et al., 2008), ξ = V S2

S H

V S2
S V

from US22 (Zhu et al., 
2017), and assume the anisotropic parameters η = φ = 1 (implying 
V P S H = V P S V ; Panning and Romanowicz, 2006). 2) We mix the 
elastic tensor obtained in the first step with its isotropic equiv-
alent (calculated using MSAT) to match the anisotropic strength 
provided by US32 (for each point in the model). 3) We rotate the 
elastic tensor to have horizontal axis of symmetry (that is, HTI) and 
4) rotate the elastic tensor to match its fast direction with that pre-
dicted by US32 (for each point in the model). This process yields 
a full elastic tensor that has the same anisotropy strength and fast 
axis orientations as the US32 model. We have experimented with 
changing some of the assumptions make in this process (e.g., as-
suming the same ξ everywhere in the model space or setting φ
to other values, thus introducing P-wave anisotropy) to investigate 
their effects. We found that the details of the assumptions made 
virtually no difference to the predicted splitting, as expected, be-
cause SK(K)S-splitting mainly depends on anisotropic strength and 
fast S-wave polarization direction (which by design matches US32 
in our model).
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Fig. 3. Transverse and radial component waveforms for SKS (first row), SKKS (second row) and Sdiff (third row) phases for event 1, aligned and normalized with respect to the 
maximum radial SK(K)S and maximum transverse Sdiff amplitudes. For the “split” components (transverse SK(K)S and radial Sdiff), only every 10th trace is plotted without 
transparency to better visualize the individual waveforms. Red dashed lines represent the approximate phase arrival times. Stacked traces are plotted in black color on the 
corresponding panel and again presented in the bottom row (left: Sdiff; right: SK(K)S). In contrast to SKKS and Sdiff, the SKS phases show no signs of coherent splitting – 
almost no energy arrives on the stacked SKS transverse.
3. Results

In contrast to most D′′ anisotropy studies (e.g., Wookey et al., 
2005a; Nowacki et al., 2010; Wolf et al., 2019; Asplet et al., 2020), 
we do not focus on shear wave splitting in single seismograms; 
rather, we look for evidence of coherent D′′-associated splitting 
across the hundreds of TA stations by analyzing all the data to-
gether (after quality checks; see Section 2.1). We construct record 
sections, both as a function of distance and azimuth (Fig. 2 and 
Supplementary Figs. S2, S3).

3.1. SKS and SKKS waveforms

It is visually apparent that for a swath of the azimuths between 
∼25–43◦ and for distances between ∼110–119◦ , a coherent SKKS 
arrival can be observed on the transverse components (indicating 
splitting) for both events. The seismograms, bandpass-filtered be-
tween 8 and 25 s, for this distance and azimuth range are shown 
in Fig. 3 (event 1) and S4 (event 2). In contrast, the correspond-
ing SKS phase does not show a coherent splitting signal, despite 
4

similar noise levels for both phases. The raypaths of the appar-
ently split SKKS phases sample the lowermost mantle in region A 
shown in Fig. 1a.

While substantial SKS-SKKS splitting discrepancies are typi-
cally interpreted as reflecting a contribution from lowermost man-
tle anisotropy, it is important to rule out possible contributions 
from the upper mantle. Previous work has shown that for partic-
ular anisotropic geometries sampled over specific backazimuths, 
modest SKS-SKKS splitting discrepancies can be caused by up-
per mantle anisotropy (Tesoniero et al., 2020; Wolf et al., 2022a). 
In this case, however, we observe the discrepant signal (that is, 
strong, coherent splitting of SKKS phases vs. incoherent splitting 
of SKS phases) across a large region of highly variable upper man-
tle anisotropy for both events (Fig. 1b). Therefore, splitting due to 
upper mantle anisotropy can be excluded as a plausible explana-
tion for the observations. In order to substantiate this inference, 
we carry out global wavefield simulations using AxiSEM3D (Leng et 
al., 2016, 2019) for a global model that includes realistic azimuthal 
anisotropy beneath the western US stations (Zhu et al., 2020) and 
show that coherent SKS-SKKS splitting discrepancies are not pre-
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Fig. 4. Splitting diagnostic plots from SplitRacer (Reiss and Rümpker, 2017) for the stacked waveforms from Fig. 3. (a) The top row shows the waveforms of the SKS stack 
(radial, top trace; transverse, bottom trace) as blue solid line, the predicted arrival SKS arrival as a green line and the start/end of the 50 randomly chosen measurement 
windows with red lines. The upper diagram to the left shows the particle motion for the original stack, the lower diagrams for the waveforms that were corrected for 
splitting. The red lines in the diagrams indicate the backazimuthal direction. The best fitting splitting parameters are shown in the φ′ − δt-plane, with black color indicating 
the 95% confidence region. The stacked SKS waveforms are not split (null). φ′ is calculated in a ray-attached coordinate frame, meaning that the traditional fast direction 
φ (in a station centered coordinate frame, measured from geographic north) and φ′ are identical if the radial component is aligned with the north direction. (b) Same 
representation as in panel (a), but for the SKKS phase. The SKKS is clearly split. (c) Same representation as in panel (a) but here for the Sdiff phase (transverse component is 
shown on top; radial component at bottom trace, in waveform traces). Sdiff is the phase that experiences the strongest splitting.
dicted (discussed further in Section 4 below). We infer, therefore, 
that the coherently split SKKS phases sample a region of uniform 
lowermost mantle anisotropy, while the corresponding SKS phases 
are not generally affected by D′′ anisotropy (they either sample an 
effectively isotropic region, or they sample D′′ anisotropy in a ge-
ometry that does not cause substantial splitting of the waveforms). 
We do not observe discrepant SKS-SKKS splitting for waveform 
pairs that sample region B (Fig. 1b), likely because SKS and SKKS 
both sample similar lowermost mantle anisotropy. We also iden-
tify region C (Fig. 1b), for which no SKS-SKKS differential splitting 
can be observed.

3.2. Sdiff waveforms

Visual inspection of the Sdiff phases from event 1 (Fig. 2) re-
veals that they also exhibit splitting, with substantial radial com-
ponent energy observed on the seismograms in the azimuth range 
28–43◦ and the distance range 112–120◦ (Fig. 3). This azimuth 
range is identical to that for which differential SKS-SKKS splitting 
is observed (Fig. 1b). Fig. 1d shows the portions of the split Sdiff
raypaths that sample the D′′ layer (region D in Fig. 1d). We also 
identify region E (Fig. 1d), for which Sdiff is not clearly split; for 
these paths, there is no indication of lowermost mantle anisotropy 
being present.

While Sdiff has often been used to interrogate anisotropy at the 
base of the mantle (e.g., Vinnik et al., 1989), several challenges 
with Sdiff splitting measurements have been pointed out. In par-
ticular, it has been shown that the assumption that SVdiff has died 
off at any particular distance does not always hold; further, even 
for isotropic models, a time lag between the SH and SV portions 
of Sdiff can be accumulated, which could potentially mimic split-
ting (Komatitsch et al., 2010; Borgeaud et al., 2016). In the past, 
this challenge has been addressed by arguing that in absence of 
seismic anisotropy, only a negligible SVdiff component could be ex-
pected of the waves under study (Cottaar and Romanowicz, 2013). 
We use a similar strategy to determine whether the Sdiff data 
for events 1 and 2 can be used to measure lowermost mantle 
anisotropy by running simulations for realistic isotropic deep man-
tle velocity structure for our study region. We calculate synthetics 
for both events for the stations in the distance and azimuth range 
5

of interest. The initial input model that we use for these synthet-
ics is isotropic PREM (Dziewonski and Anderson, 1981), which we 
then replace with the regional (isotropic) tomography model from 
Suzuki et al. (2021) for the lowermost mantle. We additionally in-
corporate ultra-low velocity zones at the base of the mantle at 
the positions that are reported in database from Yu and Garnero 
(2018). The characteristics assumed for these low velocity anoma-
lies are a thickness of 20 km, a 20% reduction in S wave velocity, 
and a 10% reduction in P wave velocity (with respect to PREM). 
The corresponding synthetics show little no arriving SV energy for 
event 1 and clearly discernible SV energy for event 2 (Fig. S1).

This result implies that in the absence of anisotropy, the Sdiff
phases for this event-stations geometry should be almost perfectly 
SH-polarized for event 1. Further, for event 1, there is no recogniz-
able and coherent SV energy for distances between 107◦ and 110◦
(Fig. 2), indicating that any initial SV-polarized energy portion of 
the wave has died off (as expected for increasing distances from 
the source). For distances larger than 112◦ , however, the SV en-
ergy associated with the Sdiff arrival increases dramatically (Fig. 2); 
we interpret this energy as reflecting splitting due to lowermost 
mantle anisotropy. This SV energy is coherent between 112◦ and 
120◦ epicentral distance. Furthermore, it does not accumulate an 
observable time shift with respect to the SH component of Sdiff
for distances larger than 112◦; neither does it exhibit any unusual 
waveform effects. This convinces us that the observed signal is, in-
deed, due to D′′ anisotropy. In contrast to event 1, event 2 shows 
SV energy in the (isotropic) synthetic simulations and does not 
show such an absence of SV energy for any particular distance in-
terval, such that we cannot confidently exclude an effect of initial 
SV energy on the waveforms, and we cannot confidently attribute 
the radial component energy to the effect of splitting. This is why 
we only analyze SKS and SKKS phases for event 2, and we do not 
attempt to measure Sdiff splitting for this event.

A further potential complication in the interpretation of Sdiff
waveforms is possible phase interference at these distances, for 
example through depth phases (Parisi et al., 2018), which can po-
tentially interfere with Sdiff splitting measurements. In order to 
rule out this effect, we calculate ray-theoretical travel times for 
depth phases to make sure that no significant interaction of other 
phases with Sdiff can be expected in the distance interval under 
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study. Additionally, our calculated synthetics for Sdiff for event 1 do 
not show evidence for phase interactions with any exotic phases 
(e.g., Figs. 2 and 3).

3.3. Shear wave splitting measurements

After conducting this first visual and qualitative analysis, we 
focus on those data that reflect the influence of D′′ anisotropy 
(raypaths sampling regions A and D; red color in Fig. 1a and d), 
with waveforms shown in Fig. 3 (event 1) and Fig. S5 (event 2). 
For each phase of interest (SKS, SKKS and Sdiff), we normalize 
all traces (with respect to the maximum amplitude of the radial 
component for SK(K)S and the transverse for Sdiff), align them via 
cross-correlation, and linearly stack them. As anticipated from our 
visual inspection, we find that the stacked transverse component 
of SKS, recorded across the region shown in Fig. 1b, does not show 
a coherent signal (Fig. 3, S5); in contrast, an arrival is clearly visible 
on the transverse component of the SKKS stack. The same is true 
for the radial component of Sdiff (Fig. 3). The stacked transverse 
component of the SKKS phase has the shape of the time deriva-
tive of the radial component, as predicted for waveforms that have 
undergone shear wave splitting; similarly, the radial component of 
Sdiff has the shape of the time derivative of the transverse compo-
nent. The Sdiff phase seems to exhibit stronger splitting than the 
SKKS phase, based on the relative amplitudes of the horizontal 
components. Example waveforms for a candidate event that was 
not retained in our analysis, although its raypaths are similar to 
those from events 1 and 2, are shown in Fig. S6 (see Table S1 for 
event information). The lower signal-to-noise ratio for this event 
prevents the visual detection of SKS-SKKS differential splitting, al-
though the final stack shows that SKKS is more split than SKS. 
However, the influence of the noise on the stacked waveform is 
hard to quantify, which is why we focus our splitting analysis on 
events 1 and 2.

We conduct shear-wave splitting analysis (Silver and Chan, 
1991; Chevrot, 2000) on the stacked data (SKS and SKKS phases for 
both events, and Sdiff for event 1). While the stacked SKS phases 
do not show splitting (Fig. 4a, S6a), the stacked SKKS splitting 
parameters (φ′ = 125◦ and 128◦ and, δt = 0.7 s and 1.0 s, and 
S I = 0.7 and 0.85) are similar for both events. The absence of split-
ting for the SKS stacks indicates that the upper mantle splitting 
signal is not coherent across the stacked seismograms and that 
transverse component energy cancels out in the stacks; in con-
trast, the coherent SKKS splitting can be attributed to lowermost 
mantle anisotropy (S8-S9). A similar argument can be made for 
the stacked Sdiff arrival for Event 1, which yields well-constrained 
splitting parameters (φ′ = 134◦ , δt = 1.5 s, and S I = 1.68). The dif-
ference in splitting parameters between SKKS and Sdiff, particularly 
δt and S I , is not unexpected, given the differences in lowermost 
mantle path length, propagation direction, and initial polarization 
between the phases.

Although we do not interpret Sdiff splitting for event 2 because 
we cannot exclude the possibility that initial SVdiff energy is influ-
encing our measurements (see Section 3.2), we still measure the 
corresponding splitting parameters (Fig. S7). Interestingly, the Sdiff
splitting parameters for event 2 are almost identical to those from 
event 1, likely indicating that both events sample similar lower-
most mantle anisotropy.

We emphasize that a stacking approach across such a large re-
gion is only justified because the individual seismograms are split 
similarly. While this is visually apparent in Fig. 3, we also con-
duct a shear wave splitting analysis of the individual seismograms 
from event 1 to confirm this impression. The well-constrained sin-
gle station SKKS and Sdiff splitting parameters obtained in this 
analysis are shown in Supplementary Fig. S9. While these individ-
ual measurements may be influenced by upper mantle anisotropy, 
6

the lowermost mantle contribution is apparently strong enough 
that generally consistent splitting parameters can be observed over 
the whole distance and azimuth range (although upper mantle 
anisotropy is variable; see Fig. 1b), thus providing a further con-
firmation for the validity of the stacking approach.

4. Forward modeling results

To test our hypothesis that the absence of splitting for the SKS 
stacks indicates that the upper mantle splitting signal is not co-
herent across the stacked seismograms (and effectively cancels out 
in the stacks), we conduct full-wave simulations using AxiSEM3D 
(Leng et al., 2016, 2019). We calculate synthetic seismograms for 
event 1, incorporating the azimuthal anisotropy model US32 (Zhu 
et al., 2020) in our modeling (as described in Section 2.2) with 
PREM (Dziewonski and Anderson, 1981) as our background model. 
We then add a realistic level of Gaussian noise to our synthetics 
(attempting to visually match the noise level of the real data) and 
apply the same stacking process to the synthetics as for the real 
data (Fig. S8). We find that the stacked synthetic SKS and SKKS 
stacks have essentially no transverse component energy, showing 
that realistic upper mantle anisotropy does not generate a coher-
ent difference in SKS and SKKS splitting across the array.

While the comparison between the synthetic stacked SKS and 
SKKS phases and the observed stacked waveforms is instructive, 
we also carry out splitting measurements on individual (synthetic 
and actual) waveforms in order to understand the effect of upper 
mantle anisotropy on our data set. We measure splitting intensity 
for individual waveforms for event 1, both for the actual data and 
for the synthetic waveforms generated for upper mantle anisotropy 
model US32. In Fig. 5, we show single-station splitting intensity 
measurements for the real and synthetic data. This comparison 
shows that while US32 predicts an accurate splitting strength for 
our region of interest, its details do not perfectly match the real 
data. This is not unsurprising, considering that US32 was derived 
from surface wave data and not directly from SKS splitting mea-
surements. Comparing SKS and SKKS splitting for the real data 
(left column), we see that the SKKS phases are consistently more 
strongly split than SKS, while SKS and SKKS phases are split simi-
larly for the synthetic data (left column). This observation confirms 
our observation from Fig. 2 that SKKS is more strongly split than 
SKS; additionally, the fact that discrepant SKS-SKKS splitting can-
not be reproduced with upper mantle anisotropy further strength-
ens our inference that the strong SKKS splitting is indeed caused 
by lowermost mantle anisotropy.

Given our finding that the stacked splitting parameters for 
SKKS and Sdiff reflect splitting due to lowermost mantle anisotropy, 
we next carry out a series of forward modeling experiments us-
ing AxiSEM3D (Leng et al., 2016, 2019) to simulate global wave 
propagation through a model that includes lowermost mantle 
anisotropy. Because the lowermost mantle beneath the northeast-
ern Pacific is likely dominated by slab remnants, implying lower 
than average temperatures and a relatively shallow bridgmanite-
postperovskite transition (Murakami et al., 2004), Asplet et al. 
(2020) suggested that lattice-preferred orientation (LPO) of post-
perovskite (Ppv) (Stackhouse et al., 2005; Wookey et al., 2005b; 
Wentzcovitch et al., 2006) is most likely mechanism for anisotropy 
in this region. Our main focus is therefore modeling Ppv anisotropy 
at the base of the mantle, but we also run simulations for bridg-
manite (Br) and ferropericlase (Fp) mineralogies. We do not simu-
late shape-preferred orientation because partial melt is unlikely to 
be present in a region of fast velocities at the base of the mantle.

We model a variety of plausible lowermost mantle elastic ten-
sors from a previously published elastic tensor library (Creasy et 
al., 2020) in our simulations, assuming a simple shear deformation 
geometry, a horizontal shear direction (Kendall and Silver, 1996), 
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Fig. 5. SKS (upper row) and SKKS (lower row) splitting intensity measurements for individual waveforms for actual data (left column) and synthetic data (right column). The 
synthetics (shown in Fig. S9) were run for the azimuthally anisotropic model US32 (Zhu et al., 2020), which includes the depth range 0 to 1000 km. Red dashed lines are 
plotted at splitting intensity values of −0.3 and 0.3. Null measurements (defined as 0.3 > |S I|) are plotted in red, all other values are shown in black. Error bars indicate 95% 
confidence intervals. Low quality measurements were discarded and are not presented here. A measurement is defined as ‘low quality’ if 1. it is unclear whether splitting 
or noise is measured, 2. the transverse looks unlike the time derivative of the radial or 3. the 95% confidence interval is larger than ±0.5, although for some large splitting 
intensity values larger 95% confidence intervals were accepted (the larger the splitting intensity, the larger the absolute value uncertainties tend to be).
and a shear strain of γ = 1, or 100% strain. We consider a vari-
ety of potential shear directions by rotating the candidate elastic 
tensors in steps of 10◦ in the horizontal plane. The tensors we 
use are based on single crystal elasticity predicted by four differ-
ent studies (Karki et al., 1999, for Fp; Wookey et al., 2005b, for 
Br; Stackhouse et al., 2005, and Wentzcovitch et al., 2006, for Ppv). 
The Ppv anisotropy scenarios were modeled assuming three differ-
ent candidate dominant slip systems ([100](010), [100](001) and 
{011}<0−11>+(010)<100> slip); the Br scenarios were modeled 
for a dominant (100)<010>+(100)<011> and (011) slip systems. 
For the Fp simulations, dominant {100}<011> and {110}<1−10>

slip was assumed (Creasy et al., 2020). Unless stated otherwise, the 
thickness of the anisotropic layer that we incorporate is 300 km. 
We use isotropic PREM (Dziewonski and Anderson, 1981) in all 
other regions. We assume PREM-like density structure in the low-
ermost mantle and do not change the elastic tensor as a function 
of depth, which leads to a slightly negative velocity gradient at the 
base of the mantle.

We first model splitting of the SKKS phases at one represen-
tative station (Fig. 1b) for all possible horizontal shear directions 
for the six candidate Ppv elastic tensors (Figs. S11-S16) and the 
four Br and Fp elastic tensors (S17); an example of this modeling
is shown in Fig. 6. We find that all six Ppv tensors show simi-
lar splitting patterns (φ, δt , S I) as a function of shear direction, 
which implies that the interpretation in terms of plausible flow ge-
ometries does not depend strongly on the choice of dominant slip 
system and single-crystal elastic constants. We find that three out 
of the six Ppv tensors do not predict sufficiently strong splitting 
for a 300 km thick anisotropic layer (S11a,b; S12b), which is a rea-
sonable maximum thickness to assume for Ppv at the base of the 
mantle in our study region (Suzuki et al., 2021). We therefore focus 
our subsequent modeling on the three remaining tensors. Based 
on our initial model results, we define a swath of plausible shear 
directions that are potentially consistent with the SKKS fast split-
ting directions (pink regions in Figs. S10-S12), and focus on this 
subset of models in our second set of simulations. For these can-
didate directions, we repeat our simulations, applying the precise 
stacking workflow as for the real data and adjusting the thick-
ness of the anisotropic layer to match the splitting strength (as 
expressed in the S I and δt measurements). We also test whether 
the anisotropic models that can match the stacked SKKS splitting 
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observations are also capable of matching the stacked Sdiff split-
ting observations. The splitting results from the stacked synthetics 
for the three Ppv models are presented in Fig. 6 (which shows 
Ppv with a dominant [100](010) slip system) and supplementary 
Figs. S13-S15 (which show results for all slip systems, all gener-
ally similar to those shown in Fig. 6). These models demonstrate 
that the Sdiff splitting results can be reproduced with the same de-
formation geometry that successfully matches the SKKS splitting 
results. A plausible scenario, then, is that the lowermost mantle 
beneath the entire northeastern Pacific Ocean (regions D, B, and A 
in Fig. 1) is dominated by a coherent, uniform region of anisotropy 
that results from lowermost mantle flow. Furthermore, our mod-
els suggest a shear direction oriented roughly to the south (or, 
equivalently, north), consistent with southwards – or northwards 
– directed flow at the base of the mantle.

Results for another set of simulations for tensors represent-
ing Br and Fp anisotropy are shown in Fig. S17. We find that for 
some shear direction azimuths, Br anisotropy can also simultane-
ously explain the observed SKKS and Sdiff splitting measurements. 
Interestingly, under the assumption of simple horizontal shear de-
formation, the shear direction azimuths that can explain that can 
explain the real data measurements for Br are very similar to those 
inferred for Ppv, and thus also consistent with dominant north- or 
south-directed flow (Fig. S17). On the other hand, none of the Fp 
scenarios can simultaneously explain the SKKS and Sdiff splitting 
measurements (Fig. S17).

The anisotropic region found in this study is spacially coin-
cident with a relatively strongly anisotropic region mapped by 
Suzuki et al. (2021), extending between 100–200 km above the 
core-mantle boundary. However, it is not entirely clear how far 
our mapped anisotropic region extends to the east and west, so 
the geographic overlap may not be perfect. Our observation that 
the SKS phases that sample the lowermost mantle in region A are 
not influenced by lowermost mantle anisotropy may be due to the 
absence of seismic anisotropy in the region sampled by SKS. Al-
ternatively, the anisotropic region could extend to the east and be 
sampled by SKS, but due to the difference in incidence angle be-
tween SKS and SKKS phases, SKS would not be split. To explore 
this possibility, we also measure SKS splitting for the suggested 
plausible anisotropy scenarios; these results are shown in Fig. S18. 
Furthermore, we find that for some scenarios, our models indeed 
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Fig. 6. Comparison of observations and model results for a Ppv tensor with a dominant slip of [100](010). (a) Splitting intensity (measured for one representative central 
station, see Fig. 1a) as a function of elastic tensor rotation angle (=shear direction azimuth), in degrees from North. The synthetic seismograms were analyzed precisely as 
the real data, shown in Figs. 3 and 4, using the same elastic tensor as for Figs. S10b and S13. Error bars represent 95% confidence intervals. Violet shaded colors indicate 
the 95% confidence regions of the splitting parameters measured on the real data stacks for SKKS. Light gray shading indicates the range of shear direction azimuths that 
could potentially explain the observations. (b) Predictions and observations of SKKS (violet) and Sdiff (blue) splitting intensity (top row), φ′ and δt (bottom row) as a function 
of shear direction. Symbols show splitting parameters for stacked synthetic seismograms for event 1, generated for a model with a 250 km thick Ppv layer at the base of 
the mantle, plotted as a function of shear direction. Only successful models are shown. Shaded colors (SKKS: violet; Sdiff: blue) indicate the 95% confidence regions of the 
splitting parameters measured on the real data stacks. Other plotting conventions are similar to panel a. (c) Upper hemisphere representation of the elastic tensor used in 
simulation to represent anisotropy in D′′ , plotted with MSAT (Walker and Wookey, 2012). Black sticks represent fast S polarization directions. The shear plane is oriented 
horizontally and the tensor is rotated clockwise in the horizontal plane to test different candidate shear directions.
predict weak or absent SKS splitting in cases in which the corre-
sponding SKKS phase is split. However, this depends on the details 
of the elasticity tensor and the sampling direction, so we cannot 
distinguish with confidence the cause of the lack of SKS splitting 
in region A.

Overall, we hypothesize that both phases (SKS and SKKS) that 
sample the lowermost mantle in region B are split similarly by 
D′′ anisotropy, which leads to non-discrepant splitting. This is also 
suggested by the spatial distribution shown in Fig. 1a. However, 
we cannot exclude the possibility that SKS and SKKS are also dif-
ferentially split by D′′ anisotropy for region B. Such a discrepant 
splitting signature could then have been obscured by the rela-
tively strong upper mantle anisotropy beneath the stations where 
the corresponding seismograms were recorded. Moreover, we pre-
fer the scenario in which SKS does not sample lowermost mantle 
anisotropy over the scenario in which the lack of SKS splitting 
is explained by the difference in incidence angle, because the 
latter scenario requires quite specific sampling azimuths of the 
anisotropy (Fig. S18).

Based on our modeling results, then, we propose the following 
scenario. We suggest that our observations are best explained by 
a region of anisotropy dominated by LPO of Ppv formed by hor-
izontal shearing just above the core-mantle boundary. Our mod-
eling contrains the direction of horizontal shearing to be approxi-
mately southward (or, equivalently, northward). We infer that this 
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anisotropic geometry dominates throughout the entire northeast-
ern Pacific Ocean region.

5. Geodynamic implications

Fig. 7 provides a schematic illustration of a possible set of geo-
dynamic processes and deformation geometry in the lowermost 
mantle beneath the northeastern Pacific would be consistent with 
our measurements. Given the long history of subduction beneath 
the northern Pacific Ocean (for at least the past 250 million years 
(e.g., Matthews et al., 2016; Merdith et al., 2021), and considering 
a transit time of slabs to the CMB of approximately 240 million 
years (Le Pichon et al., 2019), it is highly likely that slab material 
is currently piling up above the CMB, displacing existing mantle 
and driving lowermost mantle flow (Fig. 7). Beneath our study re-
gion, we suggest that relict slabs impinging on the CMB may be 
pushing material to the south (at higher latitudes, it is likely that 
slabs are driving flow to the north; see Fig. 7c,d), inducing LPO of 
Ppv through horizontal shearing. That a coherent signal of lower-
most mantle anisotropy is observable across a large set of seismic 
stations suggests that the flow extends across a large area in the 
lowermost mantle, having at least the size of region A in Fig. 1a.

We have combined seismic observations across a dense, large-
aperture seismic array with detailed computational modeling in-
formed by mineral physics constraints to resolve lowermost mantle 
anisotropy beneath our study region. Using a set of reasonable 
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Fig. 7. Schematic representation of our preferred flow scenario. (a) Tomographic cross-section of S-wave velocity perturbations along longitude 140◦ west for model S40RTS 
(Ritsema et al., 2011), visualized using Submachine (Hosseini et al., 2018). (b) Like (a) for the tomographic model SEISGLOB2 (Durand et al., 2017). (c) Map view of the 
anisotropic region (pink). Background colors show velocity perturbations with respect to PREM (Dziewonski and Anderson, 1981) at 2800 km depth according to SEISGLOB2. 
Yellow arrows indicate the range of permissible directions of material flow (∼north-south) consistent with our observations. (d) Our interpretation of the processes leading 
to north-south flow: Subducting slabs (blue) pile up in the lower mantle, displacing hotter material (red) or slab material that has been subducted earlier, thus invoking 
north-south flow (arrows) and patches of seismic anisotropy (pink).
assumptions, these tools allow us to infer a plausible lowermost 
mantle flow direction for the northeastern Pacific Ocean and pro-
pose a connection with relict subducting slabs. Such a combination 
of methods can be applied to other datasets going forward, allow-
ing us to make specific quantitative inferences of flow geometries 
at the base of the mantle. Specifically, the approach we have im-
plemented here avoids some of the restrictive assumptions that 
were made by previous work that inferred flow at the base of the 
mantle, such as reliance on ray theory or on single crystal elastic 
tensors (e.g., Wolf et al., 2019; Creasy et al., 2021).

We can compare our inference of south- (or perhaps north-) di-
rected mantle flow with predictions from previous global models 
of flow and anisotropy. Specifically, Walker et al. (2011) suggested 
eastward flow for the northern part of our study area, with the 
southern part dominated by southeastward flow, while the results 
of Flament (2018) suggest northeastward flow in the northern part 
and generally eastward flow in the southern part. Interestingly, 
neither of these flow model predictions is particularly consistent 
with our observational results, which suggest flow to the south. 
The reason for this difference, and for the differences between the 
predictions of the different models, is not entirely clear. We note, 
however, that a number of assumptions must be made in order 
to generate predictions of large-scale mantle flow, including man-
tle rheology and the relative importance of thermal vs. chemical 
contributions to density perturbations. Furthermore, some model-
ing approaches explicitly account for surface plate motions and the 
history of subduction (e.g., Flament, 2018), while others rely on 
density perturbations inferred from seismic tomography to drive 
flow. An observational and modeling approach like ours to mea-
suring and interpreting seismic anisotropy can help validate model 
predictions and potentially improve different approaches to pre-
dicting patterns of lowermost mantle flow.

6. Summary

Our investigation of SKS, SKKS, and Sdiff waveforms in North 
America that sample the base of the mantle beneath the north-
eastern Pacific Ocean yields evidence for strong, coherent splitting 
due to seismic anisotropy in the lowermost mantle. The strong 
splitting signal due to this anisotropy can be observed across a 
large swath of USArray stations, indicating a relatively large size 
of this uniformly isotropic region in the lowermost mantle and al-
lows us to make particularly robust estimates of the shear wave 
splitting parameters. Simulations of the global seismic wavefield 
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for models that include realistic anisotropy scenarios for LPO of 
Ppv reveals evidence for flow in a southwards (or, equivalently, 
northwards) direction at the base of the mantle. Such a flow field 
can be explained by subducted slab material impinging on the 
core-mantle boundary, pushing material to the south beneath our 
study area. The combination of tools applied in this work holds 
promise to substantially improve the resolution of lowermost man-
tle anisotropy. Comparisons between observations of D′′ anisotropy 
and predictions from global flow models will improve our under-
standing of the patterns and drivers of lowermost mantle flow.
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